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Abstract 

Today's educational systems need an efficient tool to perform competently assessment of students on 

their major concepts they learnt from study material. Preparing a set of questions for assessment can 

be time consuming for teachers. Automatic Question Generation (AQG) is the technique for 

generating a right set of questions from a content. A key problem with AQG systems is the selection of 

the appropriate target sentences and concepts. In this paper, we investigate the difficulties in 

automatic target selection using unannotated document sources. As the result of the analysis, we 

identified the following key issues: hard to measure the topic relevance; the large segmentation of the 

information content and the incomplete background knowledge bases. 
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1. Introduction 

Intelligent Tutoring System (ITS) is a computer-based system that aims to offer direct and customized 

instruction or feedback to learners with personalized guidelines based on their cognitive skills, usually 

without requiring intervention from a human teacher [1]. According to Fletcher and Sottilare [2] , 

intelligent tutoring may be viewed as “an effort to capture in computer technology the capabilities and 

practices of a human instructor who is expert in both the subject matter and one-to-one tutoring”. 

From the earliest days of computers, researchers have struggled to develop ITS that are as effective as 

human tutors [3].  

Current ITS systems consist of five key modules (see Fig .1). The domain module contains the 

knowledge database of the learning material; the external knowledge database provides additional 

ontology support of general  scope; the tutor module is to control and supervise the training process; 

the learner module provides a behavior model of the students and finally, the interface module relates 

to the technical aspects, containing the required hardware/software components.  

Considering the tutor module, one of the key functions is to  manage the assessment and test 

components to get feedback about the current knowledge level of the student. This feedback is very 

important input to the selection of the learning path.  

In traditional e-learning systems, the question pool for assessment is generated manually by domain 

experts. This method is usually very time consuming and it has a very restricted flexibility. In 

intelligent tutoring systems, the questions are constructed automatically to provide a higher level of 
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adaptivity. The domain of automatic question generation (AQG) is an actively investigated area in the 

development of intelligent systems.  

2. Automatic Question Generation Methods 

Automatic question generation is the task of generating questions automatically from a given text. A 

lot of work has been done in this field with the help of various tools like Semantic Role Labeller, POS 

Tagger and Annotated corpora tools [5]. One key application of question generation is the area of 

education to generate questions for reading comprehension [6]. In addition to the above applications, 

question generation systems can aid the development of annotated data sets for natural language 

processing (NLP) research in reading comprehension and question answering.  

Question generation depending upon the target complexity can be mainly categorized into two 

categories, deep question generation and shallow question generation. Deep QG generates deep 

questions that involve more logical thinking (such as why, why not, what-if, what-if-not and how 

questions) whereas shallow QG generates shallow questions that focus more on facts (such as who, 

what, when, where, which, how many/much and yes/no questions). 

Recently, the research area of automatic question generation for educational purposes has attracted 

attention of researchers from different disciplines. According to [7], research on question generation 

has a long tradition and can be traced back to the application of logic to questions. While research on 

question generation has been conducted for a long time, deploying automatic question generation for 

educational purposes has raised interests in different research communities in recent years. Studies 

have reported that deploying questions in teaching encourages students to self-explain, which has been 

shown to be highly beneficial for learning [8].   

Question generation has attracted the attention of the natural language generation (NLG) 

community in recent years, since the work of Rus et al [9]. To ask a natural question, people usually 

pay attention to certain parts of the input sentence, as well as associating context information from the 

paragraph. Recent related works try to model the conditional probability using RNN encoder-decoder 

architecture [10], and adopt the global attention mechanism [11] to make the model focus on certain 

elements of the input when generating each word during decoding. Here, we investigate two variations 

of our models: one that only encodes the sentence and another that encodes both sentence and 

paragraph level information. 

For the most part, question generation has been tackled in the past via rule-based approaches [8]. 

The success of these approaches hinges critically on the existence of well-designed rules for 

declarative-to-interrogative sentence transformation, typically based on deep linguistic knowledge. To 

improve quality over a purely rule-based system, [6] introduced a generate-and-rank approach that 

generates multiple questions from an input sentence using a rule-based approach and then ranks them 

using a supervised learning-based ranker [5]. Although the ranking algorithm helps to produce more 

acceptable questions, it relies heavily on a manually crafted feature set, and the questions generated 

often overlap word for word with the tokens in the input sentence, making them very easy to answer. 

However, most of existing approaches to question generation have focused on generating questions 

from a single sentence, relying heavily on syntax only shallow semantics [12]. A problem with this 

approach is that the majority of questions generated from single sentences tend to be too specific and 

low-level to properly measure learners’ understanding of the overall contents of text. In other words, 

what is assessed by such question generation system ends up essentially being the ability to compare 

sentences, just requiring learners to find a single sentence that has almost the same surface form as a 
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given interrogative sentence. Results of simple sentence comparisons do little to contribute towards 

the goal of assessing learners’ reading comprehension. 

 

 
                               

Fig 1, ITS architecture [4] 

Considering the different question types, the multi-choice question is the most widely used question 

format in the AQG systems. The main benefit of this format is the simplicity of the evaluation and the 

relatively high unambiguity. In the construction of multi-choice questions, we face the following 

challenges: 

● selection of the target sentence 

● selection of the target concept / phrase 

● selection of the distractors. 

In our study, we focus now on these problems regarding the quality of the selected text components. 

3. Target Selection Methods 

Current researches are mainly focusing on sentence level. We present this approach by the 

methodology given in [13].  The engine selects elementary sentences without complex clauses. Using 

the Charniak parser [14],  a syntactic tree is constructed for the selected sentence.  Based on the 
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associated POS and NE tagged information, the subject, object, preposition and verb parts are located 

in the sentence. Then, the POS parts are assigned to one of the following classes: Verb, Human, 

Entity, Location, Time, Count. The engine uses 90 predefined sentence schemas, like “Human Verb 

Entity” or  “Human Verb Human Time”. The sentence schema infer also a question type like 

“Whom/Who” or “Who/Where”. According to the test experiments on  TREC-2007 (Question 

Answering Track) [15] dataset, the engine could achieve  a 0.12 - 0.55 recall ratio depending on the 

question type. 

Another direction is to select also the target sentence from a larger text. A good example is the 

Python project wikipedia-question-generator [16]. The project uses beside Wikipedia also the 

WordNet ontology database to determine the synonyms of the target concept. Having a topic, the 

engine will generate a multi-choice question. For example, for the keyword ‘Tony Bennett’, we get the 

following question: 

{ "question": "Bennett is also an accomplished __________, having created works under the name 

Anthony Benedetto that are on permanent public display in several institutions.", 

"answer": "painter" 

"similar_words": ["classic", "classicist", "constructivist", "decorator", "draftsman", "etcher", 

"expressionist", "illustrator"] } 

The target sentence is selected on a relatively simple algorithm: 

● Only the summary section is  considered for sentence selection; at other parts, the sentences 

are partially and strongly related.  

● Omit the first sentence of the summary, it is too straightforward to make interesting trivia. 

● Avoid sentences starting with an adverb, as these are strongly depending on the previous 

sentences. 

● Select the first common noun in the sentence as target concept. 

According to the test experiments, these simple approaches can provide a relatively good result. 

4. Case Demonstration  

For our test case, we have selected a standard textbook [17] entitled “A primer on SQL”.  The 

textbook contains 64 pages. We have selected the keyword ‘Insert” for the target concept. The selected 

topic is how to insert new records into a table. This word has about 112 occurrences in the textbook. 

Important issue, that from a large number of  matching sentences, most have only a little relevance, 

like the example sentence in Fig 2. 

This means that only few sentences can be used for generating of relevant questions. The 

evaluation of an adequate  relevance level is a key challenge to be solved in the future developments.  
 

Fig 2, Sample sentence to select the keyword ’insert’ for the target concept 
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Another key difficulty relates to the fact that the definitions are usually spread across several 

sentences. 

  
Fig 3, Section on the Insert Table Command 

To connect the related adjacent sentences into a single semantic structure, the engine should 

incorporate an ontology level semantic engine. One approach to solve this challenge could be the 

generation of a dependency graph for each sentence clauses and to merge these graphs into a single 

semantic graph. The merge process should be supported by external ontology engines. As the example 

shows, the merge engine should consider also additional metadata information like heading of the 

paragraphs and sections;  format parameters. 

 

 
Fig 4a, WordNet Fragment on Keyword ’Insert’ 

 

The third main challenge relates to the incomplete background ontology and knowledge databases. 

Currently, the prototype systems use the WordNet to get the semantic relationships (like synonyms) 

among the different words. On the other hand, these ontology sources are not complete yet and we 

cannot expect to extend these knowledge sources in the near future. In this domain, we use the verbs 

“insert”,”add” or “populate” as synonyms. For example, the query engine should use the term “add 

record” instead of the standard keyword ‘insert”.  If we try to get from the word “add” to “insert” 

using WordNet, we cannot find the semantic link between them. As the next Figures show, the 

WordNet does not provide a direct link between these domain-level synonyms. 
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Fig 4b, WordNet Fragment on Keyword ’Add’ 
                      

                 
Fig 4c, WordNet Fragment on Keyword ’Populate’ 

 

This experience shows that the semantic parsing engine should be based mainly on local, domain 

specific ontology databases, especially when using non English text sources. 

5. Experiments with Template Based Question Generation 

Template-based method is an automatic question generation baseline which utilizes templates 

extracted from training set and then generates questions by filling the particular templates 

with certain topic entities. Template-based method can generate understandable questions for 

most triples and achieve competitive performance in automatic and human evaluation. We 

have prepared Automatic Question Generation template using Python spaCy libraries. To do 

this first we have first prepared the basic steps POS tagging, Dependency, Named Entity 

Recognition.  

In the QG program, the rules are given in the form of a sequence containing  

 - fixed keywords (like Where, Who,..) 

 - POS templates (like nsubj, agent)   

The  POS templates tags refer to words, word sequences from the input sequence.  The rules can be 

derfined in a straightforward way as it is shown in Fig 5. 
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Fig 5,  Template defintion commands in spaCy 

 

The performed first experiments showed that the simple template-based question generation based 

only on syntactic rules, could not provide  an accepatance level without using a domain dictionary. In 

the next step of our reserch, we integrate an ontology engine to provide the required domian 

knowledge dictionary.   

6. Conclusion 

The automated question generation module is a key component in ITS systems. A key problem with 

AQG systems is the selection of the appropriate target sentences and concepts. According to our 

experiments, we face the following challenges: the evaluation of the adequate  relevance level for the 

documents fragments; the information units like definitions are usually spread across several sentences 

and we should find a way to connect the related adjacent sentences into a single semantic structure. 

The third main challenge relates to the incomplete background ontology and knowledge databases. 

The solution to these problems should have a high priority in the development of up-to-date intelligent 

tutoring systems. 
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