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Abstract 

This article investigates a production scheduling task, the Flow Shop Scheduling (FSS) problem. The 

article solves the FSS task, during which a given number of tasks must be executed on a given number 

of machines, with a Genetic Algorithm (GA). The Genetic Algorithm is a population-based metaheuristic 

algorithm that maintains a population of solutions. It performs operations such as mutation and 

crossover on the current solutions until the stopping condition is not met. The article presents the 

effectiveness of the Genetic Algorithm on a benchmark data set, compared with six heuristic algorithms. 

The running results show that the Genetic Algorithm gave the best results in most of the test results. 

Keywords: Flow Shop Scheduling Problem, Genetic Algorithm  

1. Introduction 

The article investigates a production scheduling problem, the Flow Shop Scheduling Problem (FSS). 

The article uses the Genetic Algorithm for the problem. The Flow Shop Scheduling Problem (FSS) 

(Kulcsár et al., 2007) is a production scheduling problem in which 𝑛 tasks must be performed by 𝑚 

machines. Every task must be done by every machine. If a task is started by a machine, it must be 

finished before starting another task. The goal is to minimize the production time. Several versions of 

the Flow Shop Scheduling (FSS) task have developed over the years, which will be presented below. 

 Permutation Flow Shop (Framinan et al., 2004): all jobs must pass through the same operations 

(machines), but the order of operations (machines) may vary. 

 Linear Flow Shop (de Jong et al., 2017): all jobs must pass through the operations (machines) in 

the same order. 

 Open Shop (Anand et al., 2015): jobs can be executed on any machine in any order. 

 Job Shop (Mellor, 1966): the machines can perform the jobs in different sequences. 

 Flexible Manufacturing System (FMS) (Yadav et al., 2018): enables the automatic reconfiguration 

of machines and tools during the production of different products. It enables adaptation to changing 

product types. 

 Hybrid Flow Shop (Ruiz et al., 2010): it combines the characteristics of a flow shop and a job shop. 

 Flow Shop with Limited Buffers (Jiang et al., 2019): jobs have only a limited buffer available 

between operations. Due to the limited size of the buffer, jobs must be efficiently scheduled 

between machines. 

 Flow Shop with Parallel Machines (Nowicki et al., 1998): the jobs can be performed on several machines. 
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 Flow Shop with Sequence Dependent Setup Times (Javadian et al., 2010): setup times between 

machines are variable and depend on the order between jobs. 

 Dynamic Flow Shop (Oukil et al., 2021): the availability of jobs and the operational readiness of 

machines may change over time; real-time decisions must also be taken into account.  

 Flow Shop with Blocking (Wang et al., 2010): jobs must pass through machines where the next 

operation is not yet available (blocked). 

 Flow Shop with No-Wait Constraint (Chen et al., 2020): jobs are not allowed to wait between 

operations. 

 Flow Shop with Batching (Mirsanei et al., 2009): jobs can be organized into groups (batching), 

and these groups are done by the machines at the same time. 

 Flow Shop with Preemption (Huo et al., 2016): execution of operations can be interrupted in the 

meantime and jobs can be transferred to another machine. 

 Flow Shop with Time Windows (Chamnanlor, 2013): each operation has a time window within 

the jobs must be completed. 

 Flow Shop with Energy Constraints (Jiang et al., 2019): machines has energy constraints and 

scheduling must consider the energy efficiency. 

 Flow Shop with Multi-objective Optimization (Neufeld et al., 2023): several objective functions 

must be optimized for this task, e.g. makespan, costs. 

 Flow Shop with Uncertain Processing Times (Kouvelis et al., 2000): operation times are uncertain. 

 Flow Shop with Learning Effects (Azzouz et al., 2018): machines perform certain operations 

faster and more efficiently over time. 

 Flow Shop with Machine Availability Constraints (Kis et al., 2006): the availability of machines 

may change from time to time. 

 Flow Shop with Resource Flexibility (Emmons et al., 2013): production resources can be 

exchanged or used flexibly. 

 Flow Shop with Multi-stage Batching (Li et al., 2015): jobs are grouped in different stages. 

 Flow Shop with Weighted Tardiness (Xiao et al., 2012): in case of delay, the amount of the 

penalty varies. 

The Genetic Algorithm is a population-based algorithm that maintains a population of solutions. Over 

the years, many related articles have been published. First, the article presents the results of Google 

Scholar, which can be seen in the figure below. The figure contains articles published from 2010 to 2023. 

The articles related to the Genetic Algorithm have increased over the years, except for 2019-2022, 

in this period a small decrease can be observed, but in 2022-2023 there is already an increase. 

While 54,700 articles were published in 2010, 76,600 articles were published in 2015, 92,100 articles 

in 2020, and 79,500 publications in 2023. 
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Figure 1. Genetic Algorithm keyword result based on the Google Scholar 

The Genetic Algorithm has already been applied to many problems; I would like to highlight some 

of them below. 

In the field of production scheduling, the Genetic Algorithm was applied to the following tasks: 

Manufacturing Process Scheduling (Burduk et al., 2019), Production Line Scheduling (Gubán et al., 

2012), Flexibility in Manufacturing Processes (Jawahar et al., 1998), Timed Production Tasks (Fang, 

1994), Resource Optimization (Hegazy et al., 2003), Balancing Local Resources (Dasgupta et al., 2013). 

In the case of the vehicle route optimization task, a few tasks have already been highlighted below: 

Vehicle Route Planning (Pellazar, 1994), Fleet Distribution (Chakroborty et al., 2001), Transportation 

of Subunits (Chouhan et al., 2019), Flexible Transportation (Kubota et al., 1997), Combined 

Transportation (Oudani et al., 2014), Improving Fuel Efficiency (Xu et al., 2020), Transportation of 

Refrigerated or Sensitive Cargo (Zhang et al., 2019). 

During the planning and optimization of neural networks, the algorithm can be used in the following 

tasks: Hyperparameter Tuning (Aszemi et al., 2019), Optimizing Layer Structure (Han et al., 1996), 

Weights and Biases Optimization (Rojas et al., 2022), Topological Optimization (Bevilacqua et al., 

2006), Adaptive Learning Rate (Takahashi et al., 1993). 

Genetic Algorithms can also be applied in the field of logistics, highlighting a few examples: Vehicle 

Route Planning (Pellazar, 1994), Warehouse Resource Optimization (Kordos et al., 2020), Inventory 

Strategies (Radhakrishnan et al., 2009), Transportation and Delivery Timing (Ongcunaruk et al., 2021), 

Transportation of Refrigerated and Sensitive Products (East et al., 2008), Flexible Transportation (Gupta 

et al., 2006), Network Logistics (Ko et al., 2007), Order Process Optimization (Bo et al., 2006). 

In addition, many other areas could be mentioned, such as finance, bioinformatics, and combinatorial 

optimization problems. 

The rest of the article is organized as follows: section 2 describes the genetic algorithm, and section 

3 describes the results of the test run. Section 4 is the conclusion and future research direction. 

2. Genetic algorithm 

The genetic algorithm (Mirjalili et al., 2019) models reproduction and genes in nature. The algorithm 

works with a population of solutions. It performs small or large changes on the populations. It uses 

operations such as crossover and mutation. During crossover, two new individuals are created from two 

parent individuals. A mutation is a small change in a single individual. In the paper, the 2-opt (Englert 

et al., 2014) operator acts as mutation. The paper investigates the following crossover methods: Order 

Crossover (Arram et al., 2019), Cycle Crossover (Hussain et al., 2017), and Partially Matched Crossover 

(Ahmed et al., 2016). 
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The Genetic Algorithm consists of the following steps: 

1. Initialization of parameters and the population 

2. Evaluation of population elements 

3. Creating a new population 

a. Elitism: certain elements are transferred unchanged into the population 

b. Crossing of selected parents 

c. Mutation of the children 

4. Continue step 2–3. until the stop condition is not met 

2.1. 2-opt operator 

The 2-opt (Englert et al., 2014) operator means exchanging the elements of a section of a permutation. 

It is often used in permutation problems because it is easy-to-implement and efficient operator. 

The 2-opt algorithm performs the 2-opt step iteratively. The algorithm is often used to solve 

permutation problems, especially the Traveling Salesman Problem (TSP). The algorithm performs the 

2-opt step until it improves the solution. 

2.2. Order Crossover 

The order crossover (OX) (Arram et al., 2019) operator is commonly used in permutation problems. The 

algorithm ensures that the child elements are also permutations. 

The first step of the algorithm involves selecting two parents. Then, a random section in the two 

parents is chosen, determining the segment that will be passed from one parent to the child. The 

algorithm copies the selected segment of one parent to the same positions in the offspring chromosome. 

Subsequently, it fills in the empty spaces of the offspring’s chromosome with the genes of the other 

parent’s chromosome, maintaining the original order, starting after the first crossover point. During the 

OX steps, the algorithm copies a segment from one parent to the offspring, and then fills the remaining 

spaces with genes from the other parent, preserving the order of the elements. 

2.3. Cycle Crossover 

Cycle crossover (CX) (Hussain et al., 2017) is a special crossover operator used in permutation 

problems. This operator ensures that the children’s solutions will also be permutations. 

The algorithm starts by selecting two parents. Then, it identifies cycles on the parents. A cycle is 

formed when the algorithm begins at a position and then follows the elements from one parent to the 

next until it returns to the original element. The algorithm then copies the cycles to the offspring in 

alternating order: one offspring takes the elements of the cycle from one parent, while the other offspring 

takes the elements from the other parent. 

2.4. Partially Matched Crossover 

The Partially Matched Crossover (PMX) (Ahmed et al., 2016) is a special crossover operator mainly 

used in permutation problems. It involves two parent chromosomes and two randomly selected crossover 

points. These points define a segment within which genes are exchanged. The segment of the first parent 

is placed in the corresponding location of the child of the second parent, and vice versa. Genes outside 

the segment are rearranged to ensure no duplications and each gene appears exactly once. The empty 

spaces in the child chromosome are filled with genes from the other parent, based on the fitting section. 
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While PMX efficiently handles permutation problems, it is more complex and time-consuming than 

some other crossover operators. Additionally, finding optimal crossover points can be challenging. 

3. Test results  

This section contains the test results. The article performed the test runs on the Taillard dataset (Taillard, 

1993), from Ta001 to Ta030. I also compared the effectiveness of the Genetic Algorithm with test results 

of other metaheuristic algorithms, namely HMM-PFA, HGA, IIGA, DSOMA, HGSA, IWO. The table 

also shows the relative performances. In the case of IWO, there were only test results for the following 

data sets: Ta001, Ta011, Ta021. 

Table 1. Test results 

 Relative performance 

Instance GA 
HMM-PFA (Qu 

et al., 2018) % 

HGA (Wei 

et al., 2018) 

% 

IIGA (Wei 

et al., 

2018) % 

DSOMA (Wei 

et al., 2018) % 

HGSA (Wei 

et al., 2018) 

% 

IWO (Zhou 

et al., 

2014) % 

Ta001 1297 114.57 111.72 114.57 105.94 102.08 107.09 

Ta002 1360 112.35 107.35 112.35 103.53 106.03 – 

Ta003 1167 125.11 118.77 125.11 109.68 94.1 – 

Ta004 1325 119.85 114.79 119.85 109.28 110.87 – 

Ta005 1250 115.92 112.24 115.92 107.28 103.28 – 

Ta006 1218 121.59 117.41 121.59 111.90 114.20 – 

Ta007 1251 118.55 116.79 118.55 110.39 103.84 – 

Ta008 1217 121.77 117.75 121.77 113.31 106.16 – 

Ta009 1274 115.31 109.73 115.31 107.77 102.51 – 

Ta010 1174 117.29 112.78 117.29 109.28 105.03 – 

Ta011 1643 124.41 118.99 122.40 103.35 104.26 134.33 

Ta012 1754 123.49 121.04 123.49 104.50 97.95 – 

Ta013 1564 124.04 122.25 124.04 107.16 99.43 – 

Ta014 1446 125.24 123.24 125.24 106.92 104.84 – 

Ta015 1491 129.64 129.64 129.64 108.45 105.50 – 

Ta016 1497 126.39 122.04 126.39 106.21 97.33 – 

Ta017 1585 123.85 122.65 123.85 102.33 102.33 – 

Ta018 1630 126.20 123.07 126.20 106.20 107.30 – 

Ta019 1636 120.60 116.63 120.60 106.78 99.27 – 

Ta020 1738 118.01 115.13 118.01 102.53 99.08 – 

Ta021 2391 124.34 121.79 124.34 101.88 97.49 134.92 

Ta022 2180 130.83 127.52 118.44 102.48 104.59 – 

Ta023 2464 122.28 118.59 122.28 100.61 100.65 – 
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Ta024 2325 129.08 127.61 129.08 100.99 101.59 – 

Ta025 2446 122.77 120.73 122.77 99.45 102.49 – 

Ta026 2323 129.06 125.18 128.63 102.58 102.24 – 

Ta027 2333 130.82 127.30 130.82 102.44 100.34 – 

Ta028 2328 121.95 118.69 121.95 100.00 97.9 – 

Ta029 2354 127.82 126.25 127.82 100.38 102.38 – 

Ta030 2209 134.86 132.14 134.86 105.16 108.69 – 

 

The test results are the followings: for Ta001, GA gave a fitness value of 1297. It was 14% better than 

HMM-PFA, 11% better than HGA, 14% better than IIGA, 5% better than DSOMA, 2% better than 

HGSA and 7% better like the IWO. GA gave a fitness value of 1360 for Ta002. It was 12% better than 

HMM-PFA, 7% better than HGA, 12% better than IIGA, 3% better than DSOMA and 6% better than 

HGSA. The Genetic Algorithm gave Ta003 a fitness value of 1167. This value was 25% better than 

HMM-PFA, 18% better than HGA, 25% better than IIGA, 9% better than DSOMA and 5% worse. like 

HGSA. The Genetic Algorithm gave 1325 fitness results for Ta004. It was 19% better than HMM-PFA, 

14% better than HGA, 19% better than IIGA, 9% better than DSOMA, 10% better than HGSA. The 

algorithm gave 1250 fitness results for Ta005. This result was 15% better than HMM-PFA, 12% better 

than HGA, 15% better than IIGA, 7% better than DSOMA, and 3% better than the HGSA. 

For a larger dataset, for example, Ta021, the Genetic algorithm gave 2391 fitness result which was 

24% better than HMM-PFA, 21% better than HGA, 24% better than IIGA, 1% better than DSOMA, 2% 

worse than HGSAm and 34% better than IWO. 

Table 2. Test results comparisons 

Algorithm 
Number of data rows (on which 

the comparisons were created) 
Number of better results 

HMM-PFA 30 30 

HGA 30 30 

IIGA 30 30 

DSOMA 30 28 

HGSA 30 22 

IWO 3 3 

 

The test result comparisons of the Genetic algorithm are as follows: it gave better results than HMM-

PFA, HGA, IIGA, and IWO algorithms in all cases, and gave better results in most cases compared to 

the DSOMA and HGSA algorithms. 
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Figure 2. Genetic Algorithm result (vertical bar chart) 

Figure 2 presents a multidimensional vertical bar chart containing the results of each comparison 

algorithm. The x-axis represents the names of the benchmark dataset, the y-axis represents the percentage 

differences taken from the genetic algorithm, and the colors represent the comparison algorithms. 

 

Figure 3. Genetic Algorithm result (scatter chart) 

The figure below contains the results of the table in a scatter chart. The colors and shapes of the 

individual points represent the different algorithms, the x-axis represents the benchmark dataset, and the 

y-axis is the percentage by which the given algorithm is worse or better than the Genetic Algorithm. 

It can be seen from the diagram that for most algorithms the Genetic Algorithm was at least 5-10% 

better, but in many cases, the GA was 20-25% better. 
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Figure 4. Genetic Algorithm result (horizontal bar chart) 

The figure below shows the results in a bar chart, where the individual colors represent the individual 

algorithms, the x-axis the percentage values, and the y-axis the benchmark datasets. 

4. Conclusion and future research 

This article presents the solution of a production scheduling task, the Flow Shop Scheduling problem, 

with a Genetic Algorithm. After the literature review, the FSS and GA were adetailed in the article. 

Then the test results were presented. Here, the efficiency of the algorithm against six other algorithms 

is presented in tabular form. In addition, the test results were represented with three types of diagrams. 

Based on the test results, GA gave better results than the other algorithms in the majority of cases.  

A future research area could be the solution of FSS with other heuristics, for example, the Firefly 

Algorithm, Simulated Annealing, Memetic Algorithm, etc. 
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