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Abstract 

The operation of machine vision control systems is greatly influenced by the lighting technology used. 

If the camera exposure signal and the LED pulse train come from different sources, their start times 

may not align. While matching the frequency of the exposure signal and the lighting control signal can 

enable full synchronization by adjusting the phase shift, in practice, the camera’s sampling frequency 

and the lighting controller’s signal frequency may differ, potentially leading to resonance effects and 

intensity variations in the captured images. To investigate this phenomenon and develop a compensating 

algorithm for frequency discrepancies, a procedure was devised to estimate the intensity resulting from 

the overlap of the signal curves. 

Keywords: line scan camera, exposure, illumination, LED control 

1. Introduction 

The performance of machine vision-based control systems is significantly affected by the lighting 

technology employed (Ren et al., 2022). Line-scan cameras, with their smaller sensor area compared to 

traditional area-scan cameras, only capture one row of pixels per sampling cycle. Consequently, the 

geometric design of the lighting unit is not the primary consideration; a simple linear lighting positioned 

at the right angle in front of the target object can be suitable. However, a more crucial factor is the need 

for higher light intensity due to the short exposure times required (Steger and Ulrich, 2020), enabling 

the camera to collect sufficient illumination for the images. 

 The camera exposure signal and the LED illumination pulse train originate from distinct sources, 

consequently their starting times may not be synchronized (Sharma et al., 2021). When the exposure 

signal and the lighting control signal share the same frequency, their complete temporal overlap can be 

achieved by adjusting the phase shift of the latter signal (Plattner and Ostermayer, 2021). However, in 

practical applications, the sampling rate of the camera and the frequency of the signal from the lighting 

controller may diverge, which can potentially induce resonance and fluctuations in the recorded image 

intensity. To understand this phenomenon and for the subsequent development of the frequency 

difference compensating algorithm, a procedure was developed to estimate the pixel intensity resulting 

from the overlap of the signal curves for each pixel row based on two signals. 

  Line scan cameras only acquire a single row of pixels during each sampling cycle, and their sensor 

surface area is substantially smaller than that of conventional area scan cameras. Consequently, the 

geometry of the lighting unit is not the primary design consideration when developing the illumination 

system; rather, a simple line lighting solution positioned at the right angle in front of the target object 
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will suffice. A more critical factor is that due to the short exposure duration, the camera requires a higher 

light intensity to capture sufficient illumination for image formation. 

  LED light sources are extensively used in industrial machine vision systems owing to their extended 

lifespan, low power consumption, and rapid response time (Gilewski, 2023). These light sources can be 

operated using several control methods (Ribas et al., 2019), either with constant voltage or a pulse train. 

The advantages of constant voltage control include its simplicity and reliability, as no specialized control 

or timing is necessary. The brightness of the LED depends directly on the voltage and setting the 

appropriate light intensity is also easy. However, the continuous load under constant voltage operation 

can generate heat, potentially reducing the LED’s lifetime. 

  The utilization of pulse control with LED light sources entails the delivery of brief yet intense flashes 

of illumination. The pulse train must be synchronized with the camera’s sampling frequency to ensure 

proper detection of the illumination. This approach offers the advantage of prolonging the LED’s 

lifespan, as it is only activated for a short duration, thereby generating less heat. Pulse train control 

enables precise regulation of the exposure duration during the camera’s exposure period, potentially 

resulting in better image quality. Additionally, by manipulating the pulse sequences of the LED light 

sources, the light intensity can be adjusted through modifications to the pulse width. 

  The illumination frequency is a critical factor in capturing high-quality recordings with line scan 

cameras. These cameras typically operate at a high line rate, necessitating a correspondingly elevated 

illumination frequency to ensure that sufficient light reaches the sensors during each recording. To 

achieve proper synchronization and clear imaging, the illumination frequency must be equal to the 

camera's line rate. 

  Most industrial cameras can indicate the active exposure time during image capture. This information 

enables synchronizing the lighting with the exposure period. When the exposure is active, it can be 

triggered or regulated at the appropriate time to ensure the captured images meet the required quality 

standards (Wang et al., 2022; Zhang et al., 2022). The camera used in the research has 3 digital inputs 

and 2 digital outputs, which provide symmetrical transmission lines according to the RS-422 standard. 

This symmetric serial communication protocol ensures high reliability and robust noise-free data 

transmission (Ajtonyi, 2008). Differential signaling enhances immunity to electromagnetic interference, 

a crucial capability in industrial settings prone to such interference effects. 

 The camera’s digital output is leveraged for lighting control, with the output signal received by a control 

circuit that uses this information to regulate the LED light source. A circuit governed by an RS-422 signal 

controls the LED’s illumination, synchronizing it with the camera’s exposure period. This solution offers 

several advantages. Utilizing the camera’s digital output facilitates precise synchronization with the exposure 

period, which in turn enhances the accuracy and reliability of image processing. Furthermore, the RS-422 

standard’s high-reliability differential serial communication enables dependable signal transmission over 

extended distances, a particularly beneficial feature in industrial settings. 

  For lighting control with I/O lines, the “Exposure Active” output signal was used, which switches to 

a high signal level at the beginning of the exposure and to a low signal level at the end of each row of 

pixels. The lighting setup employed a linear arrangement of three 10-watt LEDs connected in series. To 

control the lighting system, a MOSFET-based circuit was constructed. Notably, the RS-422 data 

required conversion into a unipolar, binary signal sequence prior to control. To facilitate this, a 

conversion module equipped with the necessary communication circuit elements, including 120-ohm 

terminating resistors, was utilized. 

 The traditional lighting control approach utilizing camera I/O lines has a limitation in that it generates 

the pulse sequence required to regulate the light sources based solely on the exposure signal, without 
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providing feedback regarding the recorded and processed image data. Furthermore, to utilize RS-422 

lines, an additional signal conversion circuit must be installed. 

  The purpose was to develop an alternative lighting approach that allows for the feedback of image 

data, enabling the control of LED light source signals. To evaluate the lighting later, a solid-coloured, 

non-patterned test sheet was monitored using a camera. Inadequate lighting during a recording period 

manifests as a row of darker pixels in the captured image, as illustrated in Figure 1. 

 

Figure 1. Effect of LED lighting controlled by constant voltage and pulse train on recordings 

 The images were captured with a line update frequency of 51 kHz. For the left-hand recording, the 

lighting unit was controlled using a constant voltage. In contrast, the right-hand recording employed a 

50 kHz pulse series to control the LED circuit, with the pulse input provided by an FPGA. 

  Precise synchronization of pulse control is critical. The presence of a striped pattern suggests that the 

pulses and the camera’s exposure intervals are not properly aligned. This mismatch frequently arises 

when the LED pulse frequency and the camera’s line rate are not equivalent. If the pulse frequency does 

not appropriately correspond to the camera's sampling frequency, the consequence may be a striped 

pattern on the image, which diminishes image quality. In the following chapters, the characteristics of 

the two signals will be examined and the development of a simulation algorithm based on this 

examination will be presented. 

2. Examination of exposure and lighting control signal characteristics 

The camera’s exposure signal and the LED pulse train originate from disparate sources, which means 

their initiation times may not coincide. To ensure synchronization between these two signals, the 

potential for phase shifting the LED pulse sequence is necessary. By applying phase shift, the starting 

point of the pulse train can be adjusted to better align with the camera’s exposure signal, thereby 

maximizing the overlap and guaranteeing proper timing. This phase shifting mechanism allows for fine-

tuning the timing relationship between the camera’s exposure and the LED pulse train, ensuring that the 

LED illumination is precisely synchronized with the camera’s image capture, which is crucial for 

achieving optimal image quality and accurate data acquisition. 

 The function 𝑓(𝑡) represents the camera’s active exposure time, and the function 𝑔(𝑡) represents the 

LED’s turn-on pulse sequence. The definitions of these two functions are then provided. 

𝑓(𝑡) = {
1,       𝑖𝑓 (𝑡) 𝑚𝑜𝑑 𝑇𝑓 < 𝐷𝑓 ∙ 𝑇𝑓

0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                         

 

𝑔(𝑡) = {
1,   𝑖𝑓 (𝑡 − 𝜑) 𝑚𝑜𝑑 𝑇𝑔 < 𝐷𝑔 ∙ 𝑇𝑔

0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                 

 
(1) 

 𝑤ℎ𝑒𝑟𝑒: 
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  𝑇𝑓 [𝑠]: 𝑝𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 

  𝐷𝑓 [%]: 𝑑𝑢𝑡𝑦 𝑐𝑦𝑐𝑙𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 

  𝑇𝑔 [𝑠]: 𝑝𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝐿𝐸𝐷 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑠𝑖𝑔𝑛𝑎𝑙 

  𝐷𝑔 [%]: 𝑑𝑢𝑡𝑦 𝑐𝑦𝑐𝑙𝑒 𝑜𝑓 𝑡ℎ𝑒 𝐿𝐸𝐷 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑠𝑖𝑔𝑛𝑎𝑙 

  𝜑: 𝑡ℎ𝑒 𝑝ℎ𝑎𝑠𝑒 𝑜𝑓𝑓𝑠𝑒𝑡 𝑜𝑓 𝑡ℎ𝑒 𝐿𝐸𝐷 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑠𝑖𝑔𝑛𝑎𝑙 𝑐𝑜𝑚𝑝𝑎𝑟𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 

 The active intervals (times of high signal levels) for 𝑛 periods: 

𝑓(𝑡): [𝑛𝑇𝑓 , 𝑛𝑇𝑓 + 𝐷𝑓𝑇𝑓] 

𝑔(𝑡): [𝑛𝑇𝑔 + 𝜑, 𝑛𝑇𝑔 + 𝜑 + 𝐷𝑔𝑇𝑔] 
(2) 

 The overlap interval of the two curves within one period can be given by the intersection of 𝑓 and 𝑔: 

𝑂(𝑓, 𝑔) = [𝑛𝑇𝑓 , 𝑛𝑇𝑓 + 𝐷𝑓𝑇𝑓] ∩ [𝑛𝑇𝑔 + 𝜑, 𝑛𝑇𝑔 + 𝜑 + 𝐷𝑔𝑇𝑔] (3) 

 The overlap times within a period: 

𝑡𝑂 = [𝑡𝑂1, 𝑡𝑂2] = [max(𝑛𝑇𝑓 , 𝑛𝑇𝑔 + 𝜑) , min (𝑛𝑇𝑓 + 𝐷𝑓𝑇𝑓 , 𝑛𝑇𝑔 + 𝜑 + 𝐷𝑔𝑇𝑔)] (4) 

 The length of the overlap interval within 𝑁 periods: 

𝐼𝑂 = ∑ ∫ 1 𝑑𝑡
𝑡𝑂2

𝑡𝑂1

𝑁−1

𝑛=0

 
(5) 

 Integral of the reference signal over 𝑁 periods: 

𝐼𝑟𝑒𝑓 = 𝑁 ∙ 𝐷𝑓𝑇𝑓
 (6) 

 For this, the following conditions must be met: 

 𝐷𝑔 ≥ 𝐷𝑓
 

 𝑛𝑇𝑔 + 𝜑 ≤ 𝑛𝑇𝑓
 

 𝑛𝑇𝑓 + 𝐷𝑓𝑇𝑓 ≤ 𝑛𝑇𝑔 + 𝜑 + 𝐷𝑔𝑇𝑔
 

 𝑡𝑂 > 0 

(7) 

The investigation focused on how the frequency and phase of the signals impacted the degree of overlap. 

The reference signal generated during the testing process was a square waveform with a frequency of 

10 kHz and a duty cycle of 27.6%. The variable signal had a duty cycle of 50%. The data matrices that 

were examined are: 

 𝑃ℎ𝑎𝑠𝑒 (°): 𝑋 = {𝜑𝑖 | 𝜑𝑖 = 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 = 0, 1, 2, … , 360} 

 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝐻𝑧): 𝑌 = {𝑓𝑗 | 𝑓𝑗 = 𝑗 ∙ 100, 𝑤ℎ𝑒𝑟𝑒 𝑗 = 0, 1, 2, … , 1000} 

 
𝑂𝑣𝑒𝑟𝑙𝑎𝑝: 𝑍 = {𝑅𝑖𝑗 | 𝑅𝑖𝑗 =

𝐼𝑂(𝜑𝑖,𝑓𝑗)

𝐼𝑟𝑒𝑓

}
 

The results demonstrate that at a frequency of 10 kHz, with a minor phase shift, the overlap ratio is 1, 

as this matches the frequency of the reference signal. At 0 Hz, the lighting is controlled by a constant 
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voltage, causing the LED to remain continuously illuminated, so the exposure signal coverage is 

independent of the phase shift and consistently exhibits a maximum value. Between 0–20 kHz, the 

variable signal more frequently overlaps the reference signal due to the higher duty cycle. Figure 2 

presents the overlap ratio as a function of frequency. 

 

Figure 2. The relationship between frequency and the overlap ratio 

For multiples of 10 kHz, the overlap values are greater compared to other frequencies, but they do not 

reach 1. In this scenario, multiple periods of the variable signal occur within a single period of the 

reference signal, and the overlap cannot be 100% due to the low signal amplitude during the half-periods. 

 The simulated square signals depicted in Figure 3 have a consistent frequency of 5 kHz, with the filling 

factor for signal 𝑓(𝑡) at 27.6% and the filling factor for signal 𝑔(𝑡) at 40%. It is evident that the proper 

phase setting is also crucial for ensuring consistent lighting frequencies throughout the exposure period. 

 

 

Figure 3. The importance of phase shift during lighting control 
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3. Simulation method to estimate pixel intensity based on the signal characteristics 

If the exposure signal 𝑓(𝑡) and the lighting control signal 𝑔(𝑡) have the same frequency, the complete 

overlap of the two signals can be ensured by adjusting the phase shift of 𝑔(𝑡). 

 In practice, the camera’s sampling frequency and the frequency of the lighting controller’s signal 

may differ, which can lead to interference and fluctuations in the intensity of the recorded images. This 

phenomenon is illustrated in Figure 4, where a lighting reference signal of 20 kHz and a line rate of 20 

kHz were set, but the discrepancy between the actual frequencies resulted in rows of pixels exhibiting 

varying intensity. 

 

Figure 4. Intensity changes due to frequency difference 

To understand the phenomenon and subsequently develop the frequency difference compensation algorithm, 

a procedure was devised to estimate the intensity resulting from the overlapping signal curves for each pixel 

row. This was based on the exposure signal 𝑓(𝑡) and the lighting control signal 𝑔(𝑡). For this purpose, I 

introduced the discrete time counterparts of signals 𝑓[𝑛] and 𝑔[𝑛], sampled at frequency 𝑓𝑠
: 

𝑓[𝑛] = {
1, 𝑖𝑓 (

𝑛

𝑓𝑠

) 𝑚𝑜𝑑 (
1

𝑓𝑓

) < 𝐷𝑓 ∙
1

𝑓𝑓

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                              

 

𝑔[𝑛] = {
1, 𝑖𝑓 (

𝑛

𝑓𝑠

− 𝜑) 𝑚𝑜𝑑 (
1

𝑓𝑔

) < 𝐷𝑔 ∙
1

𝑓𝑔

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       

 
(8) 

 To determine the overlap ratios between functions 𝑓[𝑛] and 𝑔[𝑛], it is necessary to quantify the 

number of sampling cycles during which both 𝑓[𝑛] and 𝑔[𝑛] exhibit high signal levels within the active 

period of 𝑓[𝑛]. These values are stored in 𝑠𝑓
 and 𝑠𝑔

 for 𝑁 samples: 

𝑠𝑓[0] = 0, 𝑠𝑔[0] = 0 

∀𝑛 ∈ {1, 2, 3, … , 𝑁}: 

𝑠𝑓[𝑛] = {
𝑠𝑓[𝑛 − 1] + 1,   𝑖𝑓 𝑓[𝑛] = 1

0,                          𝑖𝑓 𝑓[𝑛] = 0

 

𝑠𝑔[𝑛] = {

𝑠𝑔[𝑛 − 1] + 1,   𝑖𝑓 𝑓[𝑛] = 1 ∧ 𝑔[𝑛] = 1

𝑠𝑔[𝑛 − 1],           𝑖𝑓 𝑓[𝑛] = 1 ∧ 𝑔[𝑛] = 0

0,                          𝑖𝑓 𝑓[𝑛] = 0                      

 

(9) 

 The expression for the vector 𝑂 containing the overlap ratios is: 
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𝑂 = {
𝑂 ∪ {

𝑠𝑔[𝑛 − 1]

𝑠𝑓[𝑛 − 1]
} , 𝑖𝑓 𝑓[𝑛] = 0 ∧ 𝑓[𝑛 − 1] = 1

𝑂, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                            

 

(10) 

 Determining the number of elements of the vector 𝑂 with an initial value of 𝑘 = 0: 

𝑘 = {
𝑘 + 1,   𝑖𝑓 𝑓[𝑛] = 0 ∧ 𝑓[𝑛 − 1] = 1                 
𝑘, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                           

 
(11) 

 This represents the number of high signal level occurrences of function f within the active period for 

the given sample size. 

𝑘 = ⌊
𝑁 ∙ 𝑓𝑓

𝑓𝑠

⌋
 

(12) 

 Based on the overlap ratio data of the vector 𝑂, a 𝑊 wide 𝑄[𝑖, 𝑗] image can be generated. This image 

is produced by illuminating a monochromatic surface with the control signal 𝑔(𝑡) at exposure 𝑓(𝑡), 

provided that the maximum intensity value available in the recording is 𝐼𝑚𝑎𝑥
. 

∀𝑖 ∈ {0, 1, … , 𝑊 − 1}, ∀𝑗 ∈ {0, 1, … , 𝑘 − 1}: 𝑄[𝑖, 𝑗] = ⌊𝑂[𝑗] ∙ 𝐼𝑚𝑎𝑥⌋ (13) 

4. Results 

An algorithm for estimating the pixel intensity has been implemented. Figure 5 provides an example of 

how the algorithm works. The image on the left depicts the original recording, which was acquired at a 

line refresh rate of 10 kHz with 50 kHz LED illumination. If the base signal and the actual illumination 

frequency were identical, the resulting image would exhibit a uniform intensity, as the phase shift 

between the two signals would uniformly modulate the intensity values across the recording. The image 

on the right presents the outcome of the simulation, where the lighting control signal was set to 49.95 

kHz in conjunction with the 10 kHz line update frequency. 

 

Figure 5. Effect of frequency differences on the original and a simulated recording 

 Even a minor (less than 1%) discrepancy between the set and actual frequency of the signals can result 

in a substantial, cyclic variation in the intensity of the recording, which is undesirable for subsequent 

processing operations. This periodic intensity change can negatively impact the quality and accuracy of 

the data analysis. It is therefore recommended to adjust the frequency setpoint of the lighting control 
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system based on a careful assessment of the recordings to minimize this effect and ensure more 

consistent and reliable data for further processing. 

5. Conclusion 

The performance of machine vision-based control systems is significantly impacted by lighting 

conditions. Conventional lighting control systems that rely on camera input/output interfaces lack 

feedback on the image data. As a result, an autonomous lighting control system was developed, enabling 

feedback of the image data and regulation of the LED control signal. When the frequency of the camera 

exposure signal and the LED pulse sequence diverge, a resonance effect can manifest, leading to 

variations in the intensity of the recorded images. 

  A procedure has been developed to estimate the intensity of the recorded image, given the known 

characteristics of the exposure signal and lighting control signal. Subsequently, based on the simulation 

results, a method can be formulated to compensate for the frequency difference between the two signals, 

thereby mitigating the detrimental effects of disruptive periodic intensity variations. This method can be 

used to adjust the lighting control signal in a way that counteracts the resonance phenomenon, ensuring 

more consistent and stable image intensity throughout the operation of the machine vision-based control 

system. 
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