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Abstract 

In this paper we examine the linear regression and its application in different disciplines. Linear 

regression is used in economics, engineering sciences, natural sciences and even in medicine. The 

applicability of linear regression lies in the fact that many phenomena in the a forementioned fields of 

science can be described with the help of linear regression. Although there are some phenomena that 

cannot be described by linear regression, most non-linear regressions can be reduced to linear 

regression by a simple transformation. Another advantage of linear regression is that it is very easy to 

apply and perform calculations with the help of a computer. 
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1. Introduction 

The linear regression is a widely used method in several sciences (for example in economics, 

engineering sciences, natural sciences, and even in medicine) The reason for this is that the method is 

simple to apply, and its computer implementation is also easy to solve. Furthermore, the use of linear 

regression is facilitated by the fact that there is not only a univariate case, but also a multivariate one. 

Furthermore, even if linearity is not met, in many cases we can trace the problem back to linear 

regression. The basis of linear regression is that in practice very often the plotted points fall 

approximately on a straight line. This is exactly the essence and basis of linear regression, that the points 

lie approximately on a straight line. However, we emphasize that it is usually only approximate. And 

we look for a straight line and fit it to the points that best fits them. However, we can still solve the 

problem relatively easily. 

Linear regression has an extensive literature. Zou, Tuncali and Silverman gave a good summary of 

the correlation and simple linear regression (Zou et al., 2003). Poole and O’Farrell show the assumptions 

of the linear regression model (Poole et al., 1971). Naseem, Togneri and Bennamoun made the linear 

regression for face recognition (Naseem et al., 2010). Raposo shows the evaluation of analytical 

calibration based on least-squares linear regression for instrumental techniques (Raposo, 2016). 

Ludbroock examines the issues of regression selection (Ludbroock, 2010). Groeneboom and Hendrickx 

examines the place and position of regression within statistics (Groeneboom et al., 2018). Baždarić, 

Šverko, Salarić, Martinović and Lucijanić provide a detailed overview of linear regression (Baždarić et 

al., 2021). Aalen show A linear regression model for the analysis of life times (Aalen, 1989). Nie, Chu, 

Liu, Cole, Vexler and Schisterman give a method for linear regression with an independent variable 

subject to a detection limit (Nie et al., 2010). Vovk, Nouretdinov and Gammerman examine on line 
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predictive linear regression (Vovk et al., 2009). Yang, Liu, Tsoka and Papageorgiou give the 

mathematical programming for piecewise linear regression (Yang et al., 2016). Austin and Steyerberg 

examined the number of subjects required for linear regression per variable (Austin et al., 2015). Zhang, 

Khalili and Asgharian give a post-model-selection inference in linear regression models which an 

integrated review (Zhang et al., 2022). Ferraro, Coppi, González and Colubi show a linear regression 

model for imprecise response (Ferraro et al., 2010). Groß's comprehensive monograph is a great help 

for those interested in linear regression and its users (Groß, 2003). Yuan and Yang discuss when and 

where linear regression can be used (Yuan et al., 2005). Mumtaz and Petrillo present the application of 

linear regression to evaluate the impact of green supply chain management on industrial organizational 

performance (Mumtaz et al., 2018). Krämer and Sonnberger: Krämer test the linear regression (Krämer 

et al., 1986). Filzmoser and Nordhausen give an overviewt the robust linear regression for high-

dimensional data (Filzmoser et al., 2021). The article also deals with multivariate regression. 

Multivariate linear regression also has an extensive literature. Tranmer, Murphy, Elliot and Pampaka 

give a description for Multiple Linear Regression (Tranmer et al., 2020). Nimon and Oswald gives a 

specific approach, which is also reflected in the title of the article: Understanding the Results of Multiple 

Linear Regression: Beyond Standardized Regression Coefficients (Nimon et al., 2013). Sinnakaudan, 

Ghani, Ahmad and Zakaria give a very well-written works: showing the multiple linear regression model 

for total bed material load prediction (Sinnakaudan et al., 2006). Wang, Liying, Wu, and Guan examine 

the multiple linear regression modelling for compositional data (Wang et al., 2013). Mahmoud examine 

the phase I analysis of multiple linear regression profiles (Mahmoud, 2008). Etemadi and Khashei also 

investigate the multiple linear regression with remarkable results (Etemadi et al., 2021). 

2. The univariate linear regression 

The univariate linear regression is very common and can be used in many different sciences. The 

disadvantage is that in some cases the method is not complex enough. Nevertheless, it can be used many 

times. 

The basic scheme is as follows. We take the basic points: X1,  X2,…,X(k-1), Xk and Y1, Y2,…,Y(k-1),Yk 

(these measurement points can be said to be random variables). It is worth including the obtained data 

in a table (see below, Table 1.). 

Table 1.  

Y=aX+b 1. 2. … (k-1). k. 

X X1 X2 … X(k-1) Xk 

Y Y1 Y2 … Y(k-1) Yk 

 

In Figure 1. below illustrates when we can apply linear regression. Linear regression can be used if 

the points in question fall approximately on a straight line, which can be seen in the first figure. 
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Figure 1.  

If the points lie approximately on a straight line, we can apply linear regression (see Figure 2). When 

regression is applied, the equation of the straight line is analytically obtained. This means that for the 

equation of the line Y=aX+b, at the end of the regression, we get the constants a and b. This is important 

because this way we can also make predictions for those values a, b that are not in the set at the base 

point. So we get the equation of the line from the information extracted from the base points and the 

points belonging to them. 

Formally writing down the equations from which we obtain the parameters a and b: 

Y1=aX1+b, 

Y2=aX2+b, 

Y3=aX3+b, 

 

……. 

…….. 

Y(k-1)=aX(k-1)+b, 

Yk=aXk+b. 

By plotting the equation of the resulting line, we can see that the points fit approximately well on its 

parallel (see Figure 2.). 
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Figure 2.  

The concrete implementation of linear regression is, of course, done with the help of a computer. 

Excellent software is available to implement different statistical methods. Examples include SPSS, SAS, 

R, etc. Figure 3 shows that, for example, linear regression can be performed very simply with the help 

of SPSS. 

For example, linear regression can be used in countless ways in economics. For example, when we 

examine the revenues of different companies depending on the years, the obtained pairs of points (year, 

revenue) in many cases fall approximately on a straight line (of course, we get a straight line with 

different parameters). If the GDP of a country increases (decreases), then consumption in that country 

also increases (decreases) and usually the relationship between the two things is linear. Thus, linear 

regression can also be used here: the (GDP, consumption) coordinates are located approximately on a 

straight line. 

Of course, linear regression can be used in many cases in the technical sciences as well. For example, 

in the chemical sciences, there is an approximately linear relationship between pressure and temperature, 

so linear regression can be used. But of course the same can be said about mechanical engineering, 

electrical engineering, logistics and other technical disciplines as well, i.e. linear regression can be 

applied to several phenomena. 

Of course, medicine also uses the method of linear regression. For example, the use of dosages of 

many drugs in healing shows an approximately linear relationship (at least within certain limits). 
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Figure 3.  

Of course, linear regression can be used in most scientific fields.  

3. The multivariate linear regression 

Multivariate linear regression differs from univariate linear regression in that it can take several 

properties into account. Considering the technical sciences, for example, we can take several factors into 

account here, and if they fall approximately on a hyperplane, then multivariate linear regression can be 

used. Of course, univariate linear regression is a special case of multivariate linear regression. Using 

multivariate linear regression differs from using univariate only in that several independent variables 

must be substituted into the formula. However, the mathematical background of multivariate linear 

regression is shockingly more complex than that of univariate linear regression.  

The general form of multivariate linear regression is formalized as follows: 

Y1=arX1,1+ar-1X2,1+…+a1Xr,1+a0, 

Y2=arX1,2+ar-1X2,2+…+a1Xr,2+a0, 

Y3=arX1,3+ar-1Xr-2,3+…+a1Xr,3+a0, 

............... 

……….. 

.……… 

Yk-1=arX1,k-1+ar-1X2,k-1+…+a1Xr,k-1+a0, 

Yk=arX1,k+ar-1X2,k+…+a1Xr,k+a0.  

The formulas can also be written in the following form: 
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Y=AX+b, 

where Y=(Y1,Y2,…,Yk)
T and A=(a0,a1,a3,…,ar)

T and X is the corresponding matrix with Xi,j (i=1,2,…,k; 

j=1.2,…,k) elements. If the determinant of X is not zero, then the above equation can always be solved. 

Multivariate linear regression can still be plotted in the case of two variables (see Figure 4.). The 

figure shows that the points shown in the figure are located approximately on a plane. Of course, in the 

case of three variables, the illustration is no longer possible. 

 

Figure 4. 

 

The multivariate linear is even more widely used than its univariate version. 

Consider an economic example: if, for example, we take a sample, i.e. we ask several people, what 

is their income (X1), how many square meters do they live in (X2), how much do they spend on food 

(X3), how much do they spend on clothing (X4), how much do they spend on culture (X5) and what is 

your income (Y). Here X1, X2, X3, X4, X5 are the independent variables, while Y is the dependent 

variable. From the data, we can determine A=(ai,j), so for any X1, X2,…,Xr we can determine Y, i.e. the 

individual's income. 

Of course, multivariate linear regression is also widely used in engineering: if, for example, we 

consider the concentration of a metal alloy (X), the temperature of the metal (X) and look for the tensile 

strength (Y), linear regression can usually be used. 

Of course, we can give countless more examples of scientific fields where multivariate linear 

regression can be applied 

4. Summary 

In this paper, the linear regression and its application is presented, including the computer 

implementation. In the first part of the article, we deal with linear regression, illustrating the method 

with examples. Then we turn to multivariate linear regression, where examples (economics and 

engineering) also make the method more understandable. 
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