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Abstract 

Getting the context out of the text is the main objective of sentiment analysis. Today’s digital world provides 

us with many data raw forms: Twitter, Facebook, blogs, etc. Researchers need to convert this raw data into 

useful information for performing analysis. Many researchers devoted their precious time to get the text’s 

polarity using deep learning and conventional machine learning methods. In this paper, we reviewed both 

the approaches to gain insight into the work done. This paper will help the researchers to choose the best 

methods for classifying the text. We pick some of the best articles and critically analyze them in different 

parameters like dataset used, feature extraction technique, accuracy, and resource utilization. 
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1. Introduction 

Natural language processing with opinion mining helps the researchers explore new ways to comprehend 

the text’s sentiments in a better way. Sentiment analysis is getting context out of the text. Classification and 

emotion analysis of the text is a prevalent problem of machine learning and is used in many tasks such as 

product forecasts, movie recommendations, and many others. When humans approach a text to decide 

whether a portion of it is positive or negative or marked by some other complex emotion, such as surprise 

or disgust, we use our interpretation of words’ emotional intent. We can use text mining software to pro-

grammatically approach the emotional content of the text. According to (Feldman, 2013), the analysis of 

sentiment is a method in which the dataset consists of feelings, behaviors, or evaluations that consider the 

way a person thinks. Polarity classification can be done at various levels such as Document level, Sentence 

level, and Aspect or Feature level (Feldman, 2013). Researchers can use any classification level, which 

suits their model best Sentiment analysis approaches can primarily be classified (Medhat et al., 2014) as 

machine-learning (Sebastiani, 2002), Lexicon-based (Taboada et al., 2011) hybrid (Prabowo and Thelwall, 

2009; Dang et al., 2009), and deep learning approach we consider two most prominent methods, i.e., tradi-

tional machine learning and deep learning approach. 

In various IR applications, conventional neural networks have also been successfully implemented, e.g., 

(Shen et al., 2014 a; Shen et al., 2014 b). Deep learning has appeared in many application domains, ranging 
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from Natural language processing and speech recognition to image classification, as a most advanced ma-

chine learning tool (Goodfellow et al., 2016) and offer state-of-the-art results. It has also recently become 

ubiquitous to apply deep learning to sentiment analysis. Like other review papers, we will not define the 

terms like a neural network, SVM, Random forest, etc., as they are known to everyone. The rest of the 

paper is categorized into a Literature review, conclusion, and references. We mainly focus on literature 

review as this is the central part of this paper. 

2. Literature review 

Sentiment analysis has gained its attention with the advancements in NLP. Multiple techniques have been 

adopted to classify the sentiment into negative, positive, and neutral. However, there is no substantiated 

effect on accuracy. Recently many researchers move towards deep learning methods. We will compare the 

traditional methods with the deep learning methods to overview advancements done in this field. 

2.1. Machine learning methods 

In (Wawre and Deshmukh, 2016), a classification technique was applied to the movie review dataset; they 

used only two supervised machine learning algorithms, Naïve Bayes and support vector machine. They 

consider two sentiments only negative and positive, dropping the neutral sentiment. Results show that Naïve 

Bayes outperforms SVM. They also conclude that with a more significant dataset accuracy of Naïve Bayes 

increases.  

Table 1. Movie review sentiment analysis at document level 

Algorithm Accuracy Feature extraction Dataset Number of sentiments 

SVM 45.71 Document level IMDB 2 

Naïve Bayes 65.75 Document level IMDB 2 

 

This paper uses a limited number of algorithms and sentiments; the accuracy achieved is significantly 

less. The reason for less accuracy is feature extraction technique and lack of model tuning. Sentiment anal-

ysis was carried out by Gautam, G., & Yadav, D in (Gautam and Yadav, 2014) used tweet dataset with two 

types of sentiments negative and positive they also did not consider the neutral tweets. The only addition 

they did compare to (Wawre and Deshmukh, 2016) was to include a feature vector based on adjectives in 

the data. They also increased the number of algorithms; Support vector machine, Maximum entropy, and 

Naïve Bayes. WordNet helps in extracting phrases and similarities for the content feature. Among the dif-

ferent algorithms, Semantic analysis proves to be effective with 89.9 percent accuracy. 

Table 2. Sentiment analysis using uni-gram approach 

Algorithm Accuracy Feature extraction Dataset Number of sentiments 

SVM 85.4 Uni-gram Tweeter 2 

Naïve Bayes 88.2 Uni-gram Tweeter 2 

Maximum Entropy 83.9 Uni-gram Tweeter 2 

Sematic Analysis 89.9 Uni-gram Tweeter 2 
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This paper also neglected the neutral tweets, and feature extraction has been limited to uni-gram only. 

For better accuracy, bi-gram, tri-gram, and n-gram prove useful because of easement in context extraction. 

They used only one dataset, which again cannot specify the legitimacy of any algorithm’s accuracy. (Le 

and Nguyen, 2015) Added a new feature package on the social networking platform focused on Knowledge 

Gain, Bigram, Object-oriented extraction techniques in sentiment analysis. The two Naïve Bayes and Sup-

port vector machine algorithms were also used by the researchers, with a bi-gram approach for feature 

extraction instead of the uni-gram method. (Gautam and Yadav, 2014) In (Le and Nguyen, 2015), they used 

three datasets to evaluate the model; algorithms with their accuracies are tabled below. 

Table 3. Tweet Sentiment analysis 

Algorithm Accuracy Feature extraction Dataset Number of sentiments 

SVM 79.54 

Uni-gram,  

bi-gram,  

object-oriented 

Tweet 2 

Naïve Bayes 79.58 Document-level Tweet 2 

 

As we can observe SVM classifier outperforms Naïve Bayes in this model. It may be due to the proper 

training of models with various datasets and various feature extraction techniques. 

(Neethu and Rajasree, 2013) In the tweets, they dealt mostly with misspelling and slang. An efficient 

feature vector is generated to deal with these problems by doing feature extraction in two steps after proper 

pre-processing phase. In the first step, particular features of Twitter are extracted and applied to the function 

vector. Afterwards, these characteristics are stripped from tweets, and extraction of features is performed 

again as though it were done on the regular text (Samad and Gani, 2020). These features are introduced by 

the function vector as well. Using different classifiers, such as Nave Bayes, SVM, Maximum Entropy, and 

Ensemble classifiers, the precision of the feature vector classification is checked. For the latest feature vec-

tor, all these classifiers have almost comparable precision. 

Table 4. Tweet sentiment analysis using uni-gram approach 

Algorithm Accuracy Feature extraction Dataset Number of sentiments 

SVM 90 Uni-gram Tweet 2 

Naïve Bayes 89.8 Uni-gram Tweet 2 

Maximum Entropy 90 Uni-gram Tweet 2 

Ensemble 90 Uni-gram Tweet 2 

 

Hasan et al. in (Hasan et al., 2018) By comparing sentiment lexicons (W-WSD, SentiWordNet, Text-

Blob), they developed a new way of classifying sentiment tweets, which can better be embraced by senti-

ment analysis. With two machine-learning algorithms, Naïve Bayes and SVM, they validated three of the 

sentiment analysis lexicons. With W-WSD, Naïve Bayes showed the highest precision of 79 percent, while 

SVM showed 70 percent precision. 

(Singh et al., 2017) used four machine learning algorithms Naïve Bayes, OneR, BFTree, and J-48, to 

optimize sentiment analysis. Three datasets were used, two from IMBD and one from Amazon. The efficacy 
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of these four sentiment classification models is tested and compared. The Naïve Bayes find learning to be 

very easy, while OneR appears to be more promising in producing 91.3 percent accuracy, 97 percent F-

measure accuracy. 

Table 5 

Algorithm Accuracy Feature extraction Dataset Number of sentiments 

SVM 70 
Uni-gram, Sen-

tence level 
Tweet 3 

Naïve Bayes 79 
Uni-gram, Sen-

tence level 
Tweet 3 

 

Table 6. Tweet sentiment analysis with two sentiments 

Algorithm Accuracy Feature extraction Dataset Number of sentiments 

Naïve Bayes 85.24 Uni-gram Tweet 2 

J-48 89.73 Uni-gram Tweet 2 

BFTree 90.07 Uni-gram Tweet 2 

OneR 92.34 Uni-gram Tweet 2 

2.2. Deep learning 

After examining the above papers extensively, we observed that most researchers used a limited number of 

datasets to train and test their model. Also, they did not consider the neutral data points as well. The machine 

learning technique used is supervised in all the papers none of them tried un-supervised learning techniques 

like the Knn algorithm. Traditional machine learning algorithms did not achieve a satisfactory level in the 

case of accuracy. The feature extraction technique used is also the same in all the papers; they prefer to use 

the uni-gram approach, approaches like BOW, Word2vec, OneHotshot encoding, and TF-IDF considered. 

Now we will move towards deep learning methods. 

Ramadhani, A. M., & Goo, H. S in (Ramadhani and Goo, 2017) used Korean and English language for 

text processing or sentiment analysis using deep learning model. The specification of the network is: 

• Feedforward Neural Network 

• Using Mean Square Unit and the Stochastic gradient descent 

• 3 Hidden Layer 

• The input is 100 neurons 

• Using ReLU and the sigmoid function activation 

This experiment used 1,000 dataset of each negative and positive; the total data points are 4,000. The 

100-epoch experiment train uses a learning rate of 0.1 and 0.001. To build the network, the experiment used 

the Tensorflow. The model showed 77.45 percent accuracy on train data and 75.03 percent accuracy on test 

data. (Severyn and Moschitti, 2015) This article explains our deep learning framework for tweet analysis 

of sentiment. This research’s crucial contribution is a new paradigm for initializing the coevolutionary neu-

ral network’s parameter weights, which is essential for training model while avoiding the need to introduce 
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any additional features. In short, we use an unsupervised neural language processing model to train initial 

word embedding that is further optimized on a small supervised corpus by deep learning model. The net-

work’s pre-trained parameters are used at the final stage to initialize the model. The unsupervised model’s 

output is fed as input to the supervised training data newly made available by the official Twitter Sentiment 

Analysis system assessment campaign organized by Semeval-2015. The network comprises a single con-

volutional layer followed by a non-linearity, max pooling, and a soft-max classification layer. We divided 

the deep learning models into CNN’s, Word Embedding, LSTM (Long Short-term memory), Recurrent 

Neural network, and DBN’s. 

2.2.1. CNN’s 

The work done by (Kim, 2014) is the most prevalent CNN model for the classification of sentence-level 

sentiment. The author conducted an experiment with CNN built on top of pre-trained word2vec. The ex-

perimental results show that deep learning can be used by pre-trained vectors as an excellent feature extrac-

tor for NLP tasks. Inspired by these observations, Zhang and Wallace proposed a one-layer CNNN archi-

tecture for sentence classification (Zhang and Wallace, 2015). 

 

 

Figure 1. CNN architecture for sentiment classification (Zhang and Wallace, 2015) 
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2.2.2. Word embedding 

One of the popular techniques for learning word embedding is Word2Vec (Joulin et al., 2016). They use an 

existing neural network before moving it into a deep learning algorithm to process a text. Embedding can 

be done using the Skip Gram model and the Bagofwords Typical model (CBOW). GlobalVectors similarly 

produce the vector encoding of a word (GloVe) (Faruqui et al., 2016). The advantage of the Glove model 

is that, as the implementation can be parallelized, it can be easily trained on more data. But char2vec (Sun 

et al., 2019) learns embedding related to of character of a word from the other side, instead of learning the 

full word’s embedding. (Xu et al., 2018) Suggested a model to learn sentiment embedments using sentiment 

intensity scores from sentiment lexicons. 

2.2.3. Recurrent Neural Networks 

The time factor for handling the components in a series is considered by RNN. RNN efficiency relies not 

only on the current input, but also on the output calculated from the previously hidden state of a network. 

 

Figure 2. Recurrent Neural Network 

2.2.4. LSTM 

In regular RNN, long short-term memory can manage the vanishing gradient and can capture long-term 

dependencies. 

2.2.5. DBN's 

Jin (Naja and Mohamed, 2017) Implemented DBNs with delta rule for sentiment classification on ten sen-

timent datasets. For fine-tuning the weights, the Delta rule uses gradient descent in a single layer neural 

network. To distinguish sentences, Ruangkanokmas et al. used DBNs with feature selection (DBNFS) in 

(Ruangkanokmas et al., 2016). Emotional analysis using attention-base network analysis is used in Yuan et 

al. (Chen et al., 2018), Zhang et al. (Li et al., 2019), Jiang et al. (Hailong et al., 2014), and Song et al. (Yoo 

et al., 2018). Also, capsule networks are becoming popular for various text classification tasks in natural 

language processing (Ke et al., 2019; Yang et al., 2019; Kim and Jeong, 2019). 
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Figure 3. Architecture of LSTM (Yadav and Vishwakarma, 2020) 

 

While deep learning techniques show promising results in sentimental research, there are some draw-

backs; in order to ensure better results, deep learning networks need a significant number of labeled data 

for training. It is difficult to determine the real reason for the neural network to forecast a specific sentiment 

in a body of the text by pointing at weights in multiple elements, where we know what features are selected 

to forecast a particular feeling, unlike conventional machine learning or lexical approaches. This makes it 

hard for several researchers to comprehend the mechanism for predicting neural networks and to function 

as a “black box”. Choosing optimum conditions is also a tricky job. Deep learning methods have been 

resource-intensive due to a large number of parameters. 

3. Conclusion 

We reviewed deep learning and traditional machine learning models’ papers for sentiment analysis; most 

machine learning models either used Naïve Bayes or SVM algorithms to classify the sentiments and number 

of datasets to train and test the model limited most of the researchers used only one dataset. Traditional 
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machine learning models showed good accuracy but the feature extraction technique used was also tradi-

tional, due to which they did not achieve satisfactory results. The deep learning approach, on the other, 

proves to be more effective due to advanced feature extraction techniques like Word2Vec, GloVe, etc. 

However, deep learning is resource-intensive. They require GPU and CPU for useful and timely training 

and testing of data. There is a tradeoff between the traditional machine learning approach and the deep 

learning approach in speed and accuracy. Deep learning methods showed good accuracy but resource-in-

tensive, while traditional methods showed little less accurate than conventional, but they are not resourced 

intensive. Researchers can choose any of the two approaches based on their needs and resource availability. 
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