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#### Abstract

A mathematical model is developed for the steady-state electric current flow through in a homogeneous isotropic conductor whose shape is a body of rotation. The body of rotation considered is bounded by the coordinate surfaces of an orthogonal curvilinear coordinate system. The equations of the Maxwell's theory of electric current flow in a homogeneous solid conductor body are used to formulate the corresponding electric boundary value problem. The studied steady-state conduction problem is axisymmetric. The determination of the steady motion of charges is based on the concept of the electrical conductance of the conductors the inverse of which is the electrical resistance. The exact (strict) value of the electrical resistance is known only for bodies with very simple shapes, therefore, the principles and the methods that can be used for creating lower and upper bounds to the numerical value of electrical resistance (electrical conductance) are important. The derivation of the upper and lower bound formulae for the electrical conductance of axisymmetric ring-like conductor is based on the two types of Cauchy-Schwarz inequality. The condition of equality of the derived lower and upper bounds is examined. Several examples illustrate the applications of the derived upper and lower bound formulae.
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## 1. Introduction

Electrical resistance of an electrical conductor is a measure of the difficulty to pass a steady electric current through that conductor. In this paper we discuss the concept of electrical resistance and its inverse of electrical conductance. Some bounding formulae will be proven for the electrical conductance. A detailed analysis deals with the case of conductance of body of rotation. The definition of the electrical resistance is based on Ohm's law, it is defined as the ratio of applied voltage to the current. It must be mentioned the paper (Solivérez, 2012), in which a formulation is presented for the equations
and boundary conditions that describe the steady flow of electric current in a solid conductor under the applied voltage. The linear relationship between the potential difference and electric current across a segment of circuit of arbitrary shape is discussed. The resistance of a sphere is computed as an example.

It must be noticed, that the applied mathematical formalism follows in some detail the principles used in the study (Ecsedi et al., 2020), which were used to derive lower and upper bounds for thermal conduction resistance of a ring-like body. A significant difference in Sections 2 and 3 of this study is the evidence for the lower and upper bound formulae for the general three-dimensional case. The study (Ecsedi et al., 2020) does not describe the mathematical formalism underlying the estimation formulae for general three-dimensional case that can be applied to arbitrary hollow bodies. In this paper the derivations of bounding formulae for body of rotation are based on the general results of Section 2 of the present paper which are different as given in paper (Ecsedi et al., 2020).

Let us consider the steady motion of charges in the conductors shown in Fig. 1. The conductor body occupies the space domain $V$ and its boundary surfaces are separated into four different parts as $\partial V=\partial V_{1} \cup \partial V_{2} \cup \partial V_{3} \cup \partial V_{4}$. The electric potential $U$ on the boundary surface segments $\partial V_{1}$ and $\partial V_{2}$ are prescribed and the boundary surface segments $\partial V_{3}$ and $\partial V_{4}$ are insulated. So that, we have the following boundary conditions (Ecsedi et al., 2020; Solymar, 1984; Landau and Lifshitz, 1963)

$$
\begin{gather*}
U(x, y, z)=U_{i}=\text { constant }, \quad(x, y, z) \in \partial V_{i}, \quad(i=1,2),  \tag{1}\\
\mathbf{n} \cdot \nabla U=\frac{\partial U}{\partial n}=0, \quad(x, y, z) \in \partial V_{i}, \quad(i=3,4) \tag{2}
\end{gather*}
$$

In Eq. (2) $\mathbf{n}$ denotes the outer normal vector of boundary surface $\partial V$. According to Maxwell's theory (Batygin and Toptygin, 1965; Ecsedi, 1999; Wangsness, 1986; Chirgwin et al., 1971; Solymar, 1984; Landau and Lifshitz, 1963) we have next equations for the steady motion of charges


Figure 1. Conductor body bounded by surface segments $\partial V_{i} \quad(i=1,2,3,4)$.

$$
\begin{equation*}
\mathbf{j}=\sigma \mathbf{E}, \quad \nabla \cdot \mathbf{j}=0, \quad \mathbf{E}=-\nabla U \tag{3}
\end{equation*}
$$

We note that The International System of Units (SI) is used throughout in this paper. Ohm's law (3) is based on experimental observation which formulates that at constant temperature in isotropic conductor the current density vector $\mathbf{j}$ is proportional to the electric field vector $\mathbf{E}$. From the above equations it follows that

$$
\begin{equation*}
\Delta U=0, \quad(x, y, z) \in V \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{j} \cdot \mathbf{n}=-\sigma \mathbf{n} \cdot \nabla U=-\sigma \frac{\partial U}{\partial n}=0, \quad(x, y, z) \in \partial V_{3} \cup \partial V_{4} . \tag{5}
\end{equation*}
$$

We introduce a new function $u=u(x, y, z)$ by the next definition

$$
\begin{equation*}
U(x, y, z)=\left(U_{2}-U_{1}\right) u(x, y, z)+U_{1}, \quad U_{1} \neq U_{2} . \tag{6}
\end{equation*}
$$

It is evident that $u=u(x, y, z)$ satisfies the following boundary value problem

$$
\begin{gather*}
\Delta u=0, \quad(x, y, z) \in V,  \tag{7}\\
u=0, \quad(x, y, z) \in \partial V_{1}, \quad u=1, \quad(x, y, z) \in \partial V_{2},  \tag{8}\\
\frac{\partial u}{\partial n}=\mathbf{n} \cdot \nabla u=0, \quad(x, y, z) \in \partial V_{3} \cup \partial V_{4} . \tag{9}
\end{gather*}
$$

Here, we note $u=u(x, y, z)$ is unit free. An electric current in the conductor is the continuous passage along that conductor. The constant potential difference between the surfaces $\partial V_{1}$ and $\partial V_{2}$ maintain the steady flow of the electric current. The amount of charge flowing through surface segment $\partial V_{2}$ per unit time is denoted by $I$. The determination of $I$ is based on the next equation (Jackson, 1988; Landau and Lifshitz, 1963)

$$
\begin{equation*}
I=\int_{\partial V_{2}} \mathbf{j} \cdot \mathbf{n} \mathrm{~d} A=-\sigma \int_{\partial V_{2}} \mathbf{n} \cdot \nabla U \mathrm{~d} A=\sigma\left(U_{1}-U_{2}\right) \int_{\partial V_{2}} \mathbf{n} \cdot \nabla u \mathrm{~d} A=\sigma\left(U_{1}-U_{2}\right) \int_{\partial V_{2}} \frac{\partial u}{\partial n} \mathrm{~d} A . \tag{10}
\end{equation*}
$$

We note that the area element of the boundary surface $\partial V$ is denoted by $\mathrm{d} A$. The electrical resistance $R$ of the conductor is defined as (Chirgwin et al., 1971; Solymar, 1984; Landau and Lifshitz, 1963)

$$
\begin{equation*}
R=\frac{U_{1}-U_{2}}{I}=\frac{1}{\sigma \int_{\partial V_{2}} \frac{\partial u}{\partial n} \mathrm{~d} A} \tag{11}
\end{equation*}
$$

The conductance $K$ of the conductor body is the inverse of $R$ that is

$$
\begin{equation*}
K=\frac{I}{U_{1}-U_{2}}=\sigma \int_{\partial V_{2}} \frac{\partial u}{\partial n} \mathrm{~d} A \tag{12}
\end{equation*}
$$

From Eqs. (6-8) it follows that

$$
\begin{equation*}
\int_{V} \Delta u \mathrm{~d} V=\int_{V} \nabla \cdot \nabla u \mathrm{~d} V=\int_{\partial V} \mathbf{n} \cdot \nabla u \mathrm{~d} A=\int_{\partial V_{1}} \mathbf{n} \cdot \nabla u \mathrm{~d} A+\int_{\partial V_{2}} \mathbf{n} \cdot \nabla u \mathrm{~d} A=0, \tag{13}
\end{equation*}
$$

that is

$$
\begin{equation*}
K=-\sigma \int_{\partial V_{1}} \mathbf{n} \cdot \nabla u \mathrm{~d} A=-\sigma \int_{\partial V_{1}} \frac{\partial u}{\partial n} \mathrm{~d} A . \tag{14}
\end{equation*}
$$

Our aim is to obtain a new form of $K$. For this purpose we start the next identity

$$
\begin{equation*}
\nabla \cdot(u \nabla u)=|\nabla u|^{2}+u \Delta u=|\nabla u|^{2} . \tag{15}
\end{equation*}
$$

Integrated the above equation over the space domain $V$ and using the Gauss theorem give the next result

$$
\begin{equation*}
\int_{V}|\nabla u|^{2} \mathrm{~d} V=\int_{\partial V} \mathbf{n} \cdot \nabla u \mathrm{~d} A=\int_{\partial V_{2}} \frac{\partial u}{\partial n} \mathrm{~d} A \tag{16}
\end{equation*}
$$

that is we have

$$
\begin{equation*}
K=\sigma \int_{V}|\nabla u|^{2} \mathrm{~d} V \tag{17}
\end{equation*}
$$

## 2. Upper bound for $K$, lower bound for $R$

Theorem 1. If any function $F=F(x, y, z)$ which is continuously differentiable in the space domain $V \cup \partial V$ satisfies the boundary conditions

$$
\begin{equation*}
F(x, y, z)=0, \quad(x, y, z) \in \partial V_{1}, \quad F(x, y, z)=1, \quad(x, y, z) \in \partial V_{2} \tag{18}
\end{equation*}
$$

then the inequality relation

$$
\begin{equation*}
K \leq \sigma \int_{V}|\nabla F|^{2} \mathrm{~d} V \tag{19}
\end{equation*}
$$

is true.
Proof. The proof of upper bound formula for $K$ is based on the next Cauchy-Schwarz inequality relation

$$
\begin{equation*}
\left(\int_{V} \nabla F \cdot \nabla u \mathrm{~d} V\right)^{2} \leq \int_{V}|\nabla F|^{2} \mathrm{~d} V \int_{V}|\nabla u|^{2} \mathrm{~d} V \tag{20}
\end{equation*}
$$

A simple computation gives

$$
\begin{equation*}
\int_{V} \nabla F \cdot \nabla u \mathrm{~d} V=\int_{\partial V} F \mathbf{n} \cdot \nabla u \mathrm{~d} A-\int_{V} F \Delta u \mathrm{~d} V=\int_{\partial V_{2}} \mathbf{n} \cdot \nabla u \mathrm{~d} A=\int_{V}|\nabla u|^{2} \mathrm{~d} V . \tag{21}
\end{equation*}
$$

The combination of the inequality relation (20) with Eq. (21) and using formula (17) give the lower bound formula (19). A brief investigation based on Cauchy-Schwarz inequality (20) shows that the sign of equality in relation (19) is valid only if $F(x, y, z) \equiv u(x, y, z)$.

## 3. Lower bound for $K$, upper bound for $R$

Theorem 2. Let $\mathbf{q}=\mathbf{q}(x, y, z)$ be a vector field defined in the space domain $V \cup \partial V$. The identically non-zero vector field $\mathbf{q}=\mathbf{q}(x, y, z)$ satisfies the following equations

$$
\begin{gather*}
\nabla \cdot \mathbf{q}=0, \quad(x, y, z) \in V  \tag{22}\\
\mathbf{n} \cdot \mathbf{q}=0, \quad(x, y, z) \in \partial V_{3} \cup \partial V_{4}, \tag{23}
\end{gather*}
$$

in this case we have

$$
\begin{equation*}
K \geq \sigma \frac{\left(\int_{\partial V_{2}} \mathbf{n} \cdot \mathbf{q} \mathrm{~d} A\right)^{2}}{\int_{V} \mathbf{q}^{2} \mathrm{~d} V}, \int_{V} \mathbf{q}^{2} \mathrm{~d} V \neq 0 \tag{24}
\end{equation*}
$$

In lower bound formula (24) equality is reached only if

$$
\begin{equation*}
\mathbf{q} \equiv \lambda \nabla u \tag{25}
\end{equation*}
$$

where $\lambda$ is an arbitrary constant differently from zero.
Proof. The proof of lower bound formula is based on the next Cauchy-Schwarz inequality relation

$$
\begin{equation*}
\left(\int_{V} \mathbf{p} \cdot \mathbf{q} d V\right)^{2} \leq \int_{V} \mathbf{p}^{2} \mathrm{~d} V \int_{V} \mathbf{q}^{2} \mathrm{~d} V \tag{26}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathbf{p}=\nabla u \tag{27}
\end{equation*}
$$

be in inequality relation (26). A simple calculation yields the result

$$
\begin{equation*}
\int_{V} \nabla u \cdot \mathbf{q} \mathrm{~d} V=\int_{\partial V} u \mathbf{n} \cdot \mathbf{q} \mathrm{~d} A-\int_{V} u \nabla \cdot \mathbf{q} \mathrm{~d} V=\int_{\partial V_{2}} \mathbf{n} \cdot \mathbf{q} \mathrm{~d} A . \tag{28}
\end{equation*}
$$

Substitution Eq. (28) into Cauchy-Schwarz inequality (26) gives

$$
\begin{equation*}
\left(\int_{\partial V_{2}} \mathbf{n} \cdot \mathbf{q} \mathrm{~d} A\right)^{2} \leq \int_{V}|\nabla u|^{2} \mathrm{~d} V \int_{V} \mathbf{q}^{2} \mathrm{~d} V \tag{29}
\end{equation*}
$$

From inequality relation (29) we obtain immediately the proof of lower bound formula (24).

## 4. Some mathematical relationships for body of rotation

The considered body of rotation is bounded by the coordinate surfaces of an orthogonal curvilinear coordinate system. The meridian section of the axisymmetric conductor can be seen in Fig. 2. The whole boundary surface of body of rotation $V$ is $\partial V=\partial V_{1} \cup \partial V_{2} \cup \partial V_{3} \cup \partial V_{4}$. The meridian section of $V$ is a simply connected plane domain $A$. The boundary curve of $A$ is $\partial A$ which is divided into four parts as $\partial A=\partial A_{1} \cup \partial A_{2} \cup \partial A_{3} \cup \partial A_{4}$ (Fig. 2). The boundary surface segment $\partial V_{i}$ is obtained from curve $\partial A_{i}$ by a complete rotation of $\partial A_{i}$ about axis $z(i=1,2,3,4)$. The curves $\partial A_{i}(i=1,2,3,4)$ are the coordinate lines of an orthogonal curvilinear coordinate system $(\alpha, \beta)$ defined in the meridian
plane ( $r, z$ ) (Fig. 2). Computations are made in the spatial orthogonal curvilinear coordinate system $(\alpha, \beta, \varphi)$. A point $P$ in the space is located in terms of polar angle $\varphi$ of the meridian plane comprising point $P$ and orthogonal curvilinear coordinates $\alpha, \beta$ interpreted in the meridian plane. In the meridian plane setting out by the polar angle $\varphi$ the position vector $\boldsymbol{\rho}$ of point $P$ is


Figure 2. Meridian section of body of rotation
Along lines $\alpha$ and $\beta$ of the orthogonal curvilinear coordinate system $(\alpha, \beta) \alpha=$ constant and $\beta=$ constant respectively (Fig. 3). The tangential unit vector along curve $\beta=$ constant can be written as follows

$$
\begin{equation*}
\mathbf{e}_{\alpha}=\frac{1}{H_{\alpha}} \frac{\partial \boldsymbol{p}}{\partial \alpha}=\frac{1}{H_{\alpha}}\left(\frac{\partial r}{\partial \alpha} \mathbf{e}_{r}+\frac{\partial z}{\partial \alpha} \mathbf{e}_{z}\right) \tag{31}
\end{equation*}
$$



Figure 3. Coordinate lines $\alpha$ and $\beta$
and the tangential unit vector along curve $\alpha=$ constant is

$$
\begin{equation*}
\mathbf{e}_{\beta}=\frac{1}{H_{\beta}} \frac{\partial \mathbf{p}}{\partial \beta}=\frac{1}{H_{\beta}}\left(\frac{\partial r}{\partial \beta} \mathbf{e}_{r}+\frac{\partial z}{\partial \beta} \mathbf{e}_{z}\right) . \tag{32}
\end{equation*}
$$

In the formulae above

$$
\begin{align*}
& H_{\alpha}=\sqrt{\left(\frac{\partial r}{\partial \alpha}\right)^{2}+\left(\frac{\partial z}{\partial \alpha}\right)^{2}},  \tag{33}\\
& H_{\beta}=\sqrt{\left(\frac{\partial r}{\partial \beta}\right)^{2}+\left(\frac{\partial z}{\partial \beta}\right)^{2}} \tag{34}
\end{align*}
$$

are the Lamé's coefficients. The third Lamé coefficient is

$$
\begin{equation*}
H_{\varphi}=r(\alpha, \beta) . \tag{35}
\end{equation*}
$$

The area element in the plane $r z$ is as follows

$$
\begin{equation*}
\mathrm{d} A=H_{\alpha} H_{\beta} \mathrm{d} \alpha \mathrm{~d} \beta, \tag{36}
\end{equation*}
$$

and volume element of body of rotation is

$$
\begin{equation*}
\mathrm{d} V=2 \pi H_{\alpha} H_{\beta} H_{\varphi} \mathrm{d} \alpha \mathrm{~d} \beta . \tag{37}
\end{equation*}
$$

The orthogonality condition of coordinate lines $\alpha=$ constant and $\beta=$ constant is formulated as

$$
\begin{equation*}
\mathbf{e}_{\alpha} \cdot \mathbf{e}_{\beta}=0 \tag{38}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\frac{\partial r}{\partial \alpha} \frac{\partial r}{\partial \beta}+\frac{\partial z}{\partial \alpha} \frac{\partial z}{\partial \beta}=0 \tag{39}
\end{equation*}
$$

## 5. Electrical conductance of body of rotation

At first we formulate the electrical conductance of body of rotation in the curvilinear coordinate system $(\alpha, \beta, \varphi)$. To do this, it is needed to compute $|\nabla u|^{2}$ in the orthogonal curvilinear coordinate system $(\alpha, \beta, \varphi)$. Since the considered steady-state problem is axisymmetric we have $u=u(\alpha, \beta)$ and

$$
\begin{equation*}
|\nabla u|^{2}=\frac{1}{H_{\alpha}^{2}}\left(\frac{\partial u}{\partial \alpha}\right)^{2}+\frac{1}{H_{\beta}^{2}}\left(\frac{\partial u}{\partial \beta}\right)^{2} . \tag{40}
\end{equation*}
$$

Substitution of Eq. (40) into the formula (16) we obtain

$$
\begin{equation*}
K=2 \pi \sigma \int_{\alpha_{1}}^{\alpha_{2} \beta_{2}}\left[\frac{H_{\beta}}{H_{\alpha}}\left(\frac{\partial u}{\partial \alpha}\right)^{2}+\frac{H_{\alpha}}{H_{\beta}}\left(\frac{\partial u}{\partial \beta}\right)^{2}\right] H_{\varphi} \mathrm{d} \alpha \mathrm{~d} \beta . \tag{41}
\end{equation*}
$$

It is evident in the curvilinear coordinates $\alpha, \beta$ and $\varphi F$ depends only on $\alpha$ and $\beta$, from this fact it follows that

$$
\begin{equation*}
K \leq 2 \pi \sigma \int_{\alpha_{1}}^{\alpha_{2} \beta_{2}} \int_{\beta_{1}}\left[\frac{H_{\beta} H_{\varphi}}{H_{\alpha}}\left(\frac{\partial F}{\partial \alpha}\right)^{2}+\frac{H_{\alpha} H_{\varphi}}{H_{\beta}}\left(\frac{\partial F}{\partial \beta}\right)^{2}\right] \mathrm{d} \alpha \mathrm{~d} \beta, \tag{42}
\end{equation*}
$$

where $F=F(\alpha, \beta)$ satisfies the next boundary conditions

$$
\begin{equation*}
F\left(\alpha_{1}, \beta\right)=0, \quad F\left(\alpha_{2}, \beta\right)=1, \quad \beta_{1} \leq \beta \leq \beta_{2} . \tag{43}
\end{equation*}
$$

In the present case for the axisymmetric conductor we have

$$
\begin{equation*}
\mathbf{q}=q_{r}(r, z) \mathbf{e}_{r}+q_{z}(r, z) \mathbf{e}_{z}, \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \cdot \mathbf{q}=\frac{1}{r} \frac{\partial}{\partial r}\left(r q_{r}\right)+\frac{\partial q_{z}}{\partial z}=0 . \tag{45}
\end{equation*}
$$

Eq. (45) is satisfied if

$$
\begin{equation*}
r q_{r}=-\frac{\partial f}{\partial z}, \quad r q_{z}=\frac{\partial f}{\partial r} . \tag{46}
\end{equation*}
$$

In Eq. (46) $f=f(r, z)$ is an arbitrary but at least twice continuously differentiable function of its independent variables $r$ and $z$. A simple computation shows that (Fig. 4)

$$
\begin{equation*}
\mathbf{q} \cdot \mathbf{n}=-\frac{1}{r} \frac{\partial f}{\partial z} n_{r}+\frac{1}{r} \frac{\partial f}{\partial r} n_{z}=-\frac{1}{r}\left(\frac{\partial f}{\partial z} \frac{\mathrm{~d} z}{\mathrm{~d} s}+\frac{\partial f}{\partial r} \frac{\mathrm{dr}}{\mathrm{~d} s}\right)=-\frac{1}{r} \frac{\partial f}{\partial s}, \tag{47}
\end{equation*}
$$



Figure 4. Definition of the unit normal and tangential vectors of boundary curve
where $s$ is an arc-length coordinate defined on the boundary curve $\partial A=\partial A_{1} \cup \partial A_{2} \cup \partial A_{3} \cup \partial A_{4}$. Here, we use the parametric equation of boundary curve $\partial A$. The boundary condition (23) is satisfied on the boundary curve segments $\partial A_{3}$ and $\partial A_{4}$ if

$$
\begin{align*}
& f\left(\alpha, \beta_{1}\right)=0, \quad f(r, z)=0 \text { on } \partial A_{3}  \tag{48}\\
& f\left(\alpha, \beta_{2}\right)=1, \quad f(r, z)=1 \text { on } \partial A_{4} . \tag{49}
\end{align*}
$$

It is evident

$$
\begin{gather*}
\mathbf{q}^{2}=\frac{1}{(r(\alpha, \beta))^{2}}\left[\frac{1}{H_{\alpha}^{2}}\left(\frac{\partial f}{\partial \alpha}\right)^{2}+\frac{1}{H_{\beta}^{2}}\left(\frac{\partial f}{\partial \beta}\right)^{2}\right],  \tag{50}\\
\int_{V} \mathbf{q}^{2} \mathrm{~d} V=2 \pi \int_{\beta_{1}}^{\beta_{2}} \int_{\alpha_{1}}^{\alpha_{2}}\left[\frac{H_{\beta}}{H_{\alpha} H_{\varphi}}\left(\frac{\partial f}{\partial \alpha}\right)^{2}+\frac{H_{\alpha}}{H_{\beta} H_{\varphi}}\left(\frac{\partial f}{\partial \beta}\right)^{2}\right] \mathrm{d} \alpha \mathrm{~d} \beta,  \tag{51}\\
\int_{\partial V_{2}} \mathbf{n} \cdot \mathbf{q} \mathrm{~d} A=2 \pi \int_{\partial A_{2}} m \cdot \mathbf{q} \mathrm{~d} s=2 \pi \int_{\partial A_{2}} \frac{\partial f}{\partial s} \mathrm{~d} s=2 \pi \int_{P_{2} P_{3}} \frac{\partial f}{\partial s} \mathrm{~d} s=2 \pi\left[f\left(P_{3}\right)-f\left(P_{2}\right)\right]=2 \pi . \tag{52}
\end{gather*}
$$

By the use of above obtained equations in the lower bound formula (24) we get the next result

$$
\begin{equation*}
K \geq \frac{2 \pi \sigma}{2 \pi \int_{\beta_{1}}^{\beta_{2}} \int_{\alpha_{1}}^{\alpha_{2}}\left[\frac{H_{\beta}}{H_{\alpha} H_{\varphi}}\left(\frac{\partial f}{\partial \alpha}\right)^{2}+\frac{H_{\alpha}}{H_{\beta} H_{\varphi}}\left(\frac{\partial f}{\partial \beta}\right)^{2}\right] \mathrm{d} \alpha \mathrm{~d} \beta} . \tag{53}
\end{equation*}
$$

## 6. Some upper and lower bound formulae

From inequality relation (42) by using the function

$$
\begin{equation*}
F=F(\alpha), \quad \alpha_{1} \leq \alpha \leq \alpha_{2}, \quad \beta_{1} \leq \beta \leq \beta_{2} \tag{54}
\end{equation*}
$$

which satisfies the boundary conditions

$$
\begin{equation*}
F\left(\alpha_{1}\right)=0, \quad F\left(\alpha_{2}\right)=1 \tag{55}
\end{equation*}
$$

the following upper bound may be deduced for $K$

$$
\begin{equation*}
K \leq 2 \pi \sigma \int_{\alpha_{1}}^{\alpha_{2}} N(\alpha)\left(\frac{\mathrm{d} F}{\mathrm{~d} \alpha}\right)^{2} \mathrm{~d} \alpha \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
N(\alpha)=\int_{\beta_{1}}^{\beta_{2}} H_{\varphi}(\alpha, \beta) \frac{H_{\beta}(\alpha, \beta)}{H_{\alpha}(\alpha, \beta)} \mathrm{d} \beta \tag{57}
\end{equation*}
$$

By the application of the known results of variational calculus (Weinstock, 1952; Chattopadhyay, 2004) it can be pointed out that the upper bound (56) is the sharpest in the case

$$
\begin{equation*}
F(\alpha)=\frac{\int_{\alpha_{1}}^{\alpha} \frac{\mathrm{d} \xi}{N(\xi)}}{\int_{\alpha_{1}}^{\alpha_{2}} \frac{\mathrm{~d} \xi}{N(\xi)}} \tag{58}
\end{equation*}
$$

The substitution of the expression $F=F(\alpha)$ given by Eq. (58) into upper bound formula (56) gives

$$
\begin{equation*}
K \leq \frac{2 \pi \sigma}{\int_{\alpha_{1}}^{\alpha_{\beta_{1}}} \frac{\mathrm{~d} \alpha}{\beta_{\beta_{1}}} \frac{H_{\varphi}(\alpha, \beta) H_{\beta}(a, \beta)}{H_{\alpha}(\alpha, \beta)} \mathrm{d} \beta} \tag{59}
\end{equation*}
$$

The substitution of the following function

$$
\begin{equation*}
f=f(\beta), \quad \alpha_{1} \leq \alpha \leq \alpha_{2}, \quad \beta_{1} \leq \beta \leq \beta_{2} \tag{60}
\end{equation*}
$$

which satisfies the boundary conditions

$$
\begin{equation*}
f\left(\beta_{1}\right)=0, \quad f\left(\beta_{2}\right)=1 \tag{61}
\end{equation*}
$$

into the inequality relation (53) provides the next lower bound formula for the electrical conductance

$$
\begin{equation*}
K \geq \frac{2 \pi \sigma}{\int_{\beta_{1}}^{\beta_{2}} n(\beta)\left(\frac{\mathrm{d} f}{\mathrm{~d} \beta}\right)^{2} \mathrm{~d} \beta} \tag{62}
\end{equation*}
$$

Here

$$
\begin{equation*}
n(\beta)=\int_{\alpha_{1}}^{\alpha_{2}} \frac{H_{\alpha}(\alpha, \beta)}{H_{\varphi}(\alpha, \beta) H_{\beta}(\alpha, \beta)} \mathrm{d} \alpha \tag{63}
\end{equation*}
$$

By using the known results of calculus of variation (Weinstock, 1952; Chattopadhyay, 2004) it can be pointed out that the sharpest lower bound for $K$ from inequality relation (62) is obtained if

$$
\begin{equation*}
f(\beta)=\frac{\int_{\beta_{1}}^{\beta} \frac{\mathrm{d} \xi}{\beta_{2}}}{\int_{\beta_{1}}^{n(\xi)} \frac{\mathrm{d} \xi}{n(\xi)}} \tag{64}
\end{equation*}
$$

Inserting of the expression $f=f(\beta)$ given by Eq. (64) into the lower bound formula (62) yields the next result

$$
\begin{equation*}
K \geq 2 \pi \sigma \int_{\beta_{1}}^{\beta_{2}} \int_{\alpha_{1}}^{\alpha_{2}} \frac{\mathrm{~d} \beta}{H_{\alpha}(\alpha, \beta)}{ }_{H_{\varphi}(\alpha, \beta) H_{\beta}(\alpha, \beta)} \mathrm{d} \alpha \tag{65}
\end{equation*}
$$

It should be notedthat the correctness of Eqs. (58), (59), (64), (65) follows directly from the theorem presented in the Appendix of this paper, so that the reference to the variational calculus can be omitted.

## 7. The condition of equality of the upper bound (59) and lower bound (65)

Theorem 3. Let

$$
\begin{equation*}
\frac{H_{\varphi}(\alpha, \beta) H_{\beta}(a, \beta)}{H_{\alpha}(\alpha, \beta)}=\frac{\frac{\mathrm{d} Y}{\mathrm{~d} \beta}}{\frac{\mathrm{~d} X}{\mathrm{~d} \alpha}} \tag{66}
\end{equation*}
$$

be. The function $X=X(\alpha)$ depends on only $\alpha$ and the function $Y=Y(\beta)$ depends on only $\beta$. In this case the accurate (strict) value of the electric conductance $K$ is given by the next formula

$$
\begin{equation*}
K=2 \pi \sigma \frac{Y\left(\beta_{2}\right)-Y\left(\beta_{1}\right)}{X\left(\alpha_{2}\right)-X\left(\alpha_{1}\right)} \tag{67}
\end{equation*}
$$

Proof. A direct computation shows that if Eq. (66) is valid then the upper and lower bounds (59) and (65) gives the same result which is given by Eq. (67).

The correctness of the following theorem can be easily seen.
Theorem 4. Assuming that

$$
\begin{equation*}
H_{\alpha}(\alpha, \beta)=H_{\beta}(\alpha, \beta), \quad(\alpha, \beta) \in A \cup \partial A \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
r=H_{\varphi}(\alpha, \beta)=h_{1}(\alpha) h_{2}(\beta), \quad(\alpha, \beta) \in A \cup \partial A \tag{69}
\end{equation*}
$$

then we have

$$
\begin{equation*}
X(\alpha)=\int \frac{\mathrm{d} \alpha}{h_{1}(\alpha)}, \quad Y(\beta)=\int h_{2}(\beta) \mathrm{d} \beta \tag{70}
\end{equation*}
$$

The applications of Theorem 4 are illustrated by examples of Section 9 of this paper.
It must be mentioned that in some cases the exact value of the torsional rigidity of elastic ring-like body is obtained from similar formula as (67) (Ecsedi, 1999). The lower and upper bounds of the torsional rigidity of elastic rings were derived by the application of two minimum principles of elasticity (Ecsedi, 1999).

## 8. Numerical example

The meridian section of the ring-like body of rotation is shown in Fig. 5. In this example we have

$$
\begin{equation*}
H_{\alpha}=1, \quad H_{\beta}=\alpha, \quad H_{\varphi}=a+\alpha \cos \beta . \tag{71}
\end{equation*}
$$

Application of the upper bound formula (59) for the present case gives

$$
\begin{equation*}
K \leq \frac{2 \pi \sigma a\left(\beta_{2}-\beta_{1}\right)}{\ln \frac{\alpha_{2}}{\alpha_{1}}-\ln \left|\frac{a\left(\beta_{2}-\beta_{1}\right)+\alpha_{2}\left(\sin \beta_{2}-\sin \beta_{1}\right)}{a\left(\beta_{2}-\beta_{1}\right)+\alpha_{1}\left(\sin \beta_{2}-\sin \beta_{1}\right)}\right|} . \tag{72}
\end{equation*}
$$

From lower bound formula (65) the following inequality can be derived for the electrical conductance

$$
\begin{equation*}
K \geq 2 \pi \sigma a \int_{\beta_{1}}^{\beta_{2}} \frac{\mathrm{ln} \frac{\alpha_{2}}{\alpha_{1}}-\ln \left|\frac{a+\alpha_{2} \cos \beta}{a+\alpha_{1} \cos \beta}\right|}{} . \tag{73}
\end{equation*}
$$

The application of bounding formulae (72), (73) is illustrated by the next numerical example:


Figure 5. Meridian section of ring-like body of rotation

$$
a=0.9 \mathrm{~m}, \quad \alpha_{1}=0.3 \mathrm{~m}, \quad \alpha_{2}=0.9 \mathrm{~m}, \quad \beta_{1}=-\frac{3 \pi}{4}, \quad \beta_{2}=\frac{3 \pi}{4} .
$$

Substitution of the numerical data (Fig. 5) into the bounding formulae (72), (73) gives the next result

$$
\begin{equation*}
28.3956 \mathrm{~m} \leq \frac{K}{\sigma} \leq 28.6073 \mathrm{~m} . \tag{74}
\end{equation*}
$$

## 9. Determination of electrical conductance

### 9.1. Example

By the application of Theorem 3 for hollow conductor whose meridian sections are shown in Fig. 6 and Fig. 7 gives the following results for $K$

- for case $a$

$$
\begin{equation*}
X(\alpha)=\alpha, \quad Y(\beta)=\frac{\beta^{2}}{2}, \quad K=\pi \sigma \frac{a_{2}^{2}-a_{1}^{2}}{b_{2}-b_{1}} \tag{75}
\end{equation*}
$$

- for case $b$

$$
\begin{equation*}
X(\alpha)=\ln \alpha, \quad Y(\beta)=\beta, \quad K=2 \pi \sigma \frac{b_{2}-b_{1}}{\ln \frac{a_{2}}{a_{1}}} \tag{76}
\end{equation*}
$$



Figure 6. Meridian section of body of rotation bounded by straight lines (case a)


Figure 7. Meridian section of body of rotation bounded by straight lines (case b)

### 9.2. Example

Figs. 8 and 9 show the meridian sections which are bounded by circles and straight lines - for case $a$

$$
\begin{gather*}
r=\alpha \cos \beta, \quad z=\alpha \sin \beta, \quad H_{\alpha}=1, \quad H_{\beta}=\alpha, \quad H_{\varphi}=\alpha \cos \beta,  \tag{77}\\
\overline{O P}_{1}=\overline{O P}_{4}=\rho_{1}, \quad \overline{O P}_{2}=\overline{O P}_{3}=\rho_{2}, \quad X(\alpha)=-\frac{1}{\alpha}, \quad Y(\beta)=\sin \beta, \tag{78}
\end{gather*}
$$



Figure 8. Meridian section of ring-like body bounded by circles and straight lines (case a)


Figure 9. Meridian section of ring-like body bounded by circles and straight lines (case b) - for case $b$

$$
\begin{equation*}
r=\beta \cos \alpha, \quad z=\beta \sin \alpha, \quad H_{\alpha}=\beta, \quad H_{\beta}=1 \tag{79}
\end{equation*}
$$

$$
\begin{equation*}
\overline{O P}_{3}=\overline{O P}_{4}=\beta_{1}=\rho_{1}, \quad \overline{O P}_{1}=\overline{O P}_{2}=\beta_{2}=\rho_{2}, \quad X(\alpha)=\frac{1}{2} \ln \left|\frac{1+\sin \alpha}{1-\sin \alpha}\right|, \quad Y(\beta)=\beta \tag{80}
\end{equation*}
$$

By the use of formula (67) the electrical conductance is obtained - for case $a$

$$
\begin{equation*}
K=4 \pi \sigma \frac{\rho_{1} \rho_{2}}{\rho_{2}-\rho_{1}} \sin \phi \tag{81}
\end{equation*}
$$

- for case $b$

$$
\begin{equation*}
K=4 \pi \sigma \frac{\rho_{2}-\rho_{1}}{\ln \left|\frac{1+\sin \phi}{1-\sin \phi}\right|}, \quad 0<\phi<\frac{\pi}{2} \tag{82}
\end{equation*}
$$

Here, it is noted that formula (81) for $\phi=\pi / 2$ gives the electrical conductance of hollow sphere (Batygin and Toptygin, 1965; Jackson, 1988; Solymar, 1984).

### 9.3. Example

Figs. 10 and 11 show the meridian sections whose boundary curves are ellipse and hyperbola arcs.

- For case $a$ (Fig. 10)

$$
\begin{equation*}
r=C \sin \alpha \cosh \beta, \quad z=C \cos \alpha \sinh \beta \tag{83}
\end{equation*}
$$

$$
\begin{equation*}
H_{\alpha}=H_{\beta}=C \sqrt{\cos ^{2} \alpha+\sinh ^{2} \beta}, \quad H_{\varphi}=C \sin \alpha \cosh \beta, \quad X(\alpha)=\ln \left|\tan \frac{\alpha}{2}\right|, \quad Y(\beta)=C \sinh \beta \tag{84}
\end{equation*}
$$

- For case $b$ (Fig. 11)

$$
\begin{gather*}
r=C \cosh \alpha \sin \beta, \quad z=C \sinh \alpha \cos \beta  \tag{85}\\
H_{\alpha}=H_{\beta}=C \sqrt{\sinh ^{2} \alpha+\cos ^{2} \beta}, \quad H_{\varphi}=C \cosh \alpha \sin \beta  \tag{86}\\
X(\alpha)=2 \arctan (\exp \alpha), \quad Y(\beta)=-C \cos \beta
\end{gather*}
$$

Application of formula (67) to the cases shown in Figs. 10 and 11 yields the next result - for case $a$ (Fig. 10)

$$
\begin{equation*}
K=2 \pi \sigma C \frac{\sinh \beta_{2}-\sinh \beta_{1}}{\ln \left|\frac{\tan \frac{\alpha_{2}}{2}}{\tan \frac{\alpha_{1}}{2}}\right|} \tag{87}
\end{equation*}
$$

- for case $b$ (Fig. 11)

$$
\begin{equation*}
K=\pi \sigma C \frac{\cos \beta_{1}-\cos \beta_{2}}{\arctan \left(\exp \alpha_{2}\right)-\arctan \left(\exp \alpha_{1}\right)} . \tag{88}
\end{equation*}
$$



Figure 10. Meridian section of body of rotation bounded by ellipse and hyperbolic arcs (case a)


Figure 11. Meridian section of body of rotation bounded by ellipse and hyperbolic arcs (case b)

### 9.4. Example

Fig. 12 shows the meridian section of an axisymmetric ring-like conductor whose meridian section is bounded by parabola arcs. In this example

$$
\begin{gather*}
r=2 C \alpha \beta, \quad z=C\left(\beta^{2}-\alpha^{2}\right)  \tag{89}\\
H_{\alpha}=H_{\beta}=2 C \sqrt{\alpha^{2}+\beta^{2}}, \quad H_{\varphi}=2 C \alpha \beta  \tag{90}\\
X(\alpha)=-\frac{1}{\alpha^{2}}, \quad Y(\beta)=C \beta^{2} \tag{91}
\end{gather*}
$$

The substitution of Eq. (91) into formula (67) gives the next result for electrical conductance

$$
\begin{equation*}
K=2 \pi C \sigma \alpha_{1}^{2} \alpha_{2}^{2} \frac{\beta_{2}^{2}-\beta_{1}^{2}}{\alpha_{2}^{2}-\alpha_{1}^{2}} \tag{92}
\end{equation*}
$$



Figure 12. Meridian section of body of rotation bounded by parabola arcs

## 10. Conclusions

Upper and lower bounds for the electrical conductance of homogeneous isotropic axisymmetric ringlike conductor are proven by the application of two types of Cauchy-Schwarz inequality. The discussion of bounding formulae of electrical conductance shows that in some special orthogonal curvilinear coordinate systems the proven upper and lower bounds give the same value for the electrical conductance. In these cases the exact value of electrical conductance can be obtained without solving the boundary value problem of the corresponding field equations of electrostatics. The derived upper and lower bound formulae can be used to check the results of numerical computations obtained by finite element method, boundary element method and by other numerical methods.
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## Appendix A

Let us consider the following functional

$$
\begin{equation*}
K[k(x)]=\int_{x_{1}}^{x_{2}} a(x)\left(\frac{\mathrm{d} k}{\mathrm{~d} x}\right)^{2} \mathrm{~d} x, \tag{A1}
\end{equation*}
$$

where $k=k(x)$ is defined for $x_{1} \leq x \leq x_{2}$ and $k=k(x)$ can be continuously differentiable at least twice and

$$
\begin{equation*}
k\left(x_{1}\right)=0, \quad k\left(x_{2}\right)=1 . \tag{A2}
\end{equation*}
$$

The given function $a=a(x)$ satisfies the following conditions

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}}(a(x))^{2} \mathrm{~d} x \neq 0, \quad a(x) \geq 0, \quad x_{1} \leq x \leq x_{2} \tag{A3}
\end{equation*}
$$

In this case we have

## Theorem A

$$
\begin{equation*}
\min _{k(x)} K[k(x)]=K\left[k_{0}(x)\right], \quad k_{0}(x)=\frac{\int_{x_{1}}^{x} \frac{\mathrm{~d} t}{a(t)}}{\int_{x_{1}}^{x_{2}} \frac{\mathrm{~d} x}{a(x)} .} \tag{A4}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
k_{1}(x)=k(x)-k_{0}(x), \quad x_{1} \leq x \leq x_{2} \tag{A5}
\end{equation*}
$$

be. It is evident

$$
\begin{equation*}
k_{1}\left(x_{1}\right)=k_{1}\left(x_{2}\right)=0 \tag{A6}
\end{equation*}
$$

and

$$
\begin{equation*}
K[k(x)]=K\left[k_{0}(x)\right]+2 \int_{x_{1}}^{x_{2}} a(x) \frac{\mathrm{d} k_{0}}{\mathrm{~d} x} \frac{\mathrm{~d} k_{1}}{\mathrm{~d} x} \mathrm{~d} x+K\left[k_{1}(x)\right] . \tag{A7}
\end{equation*}
$$

A detailed computation shows that

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} a(x) \frac{\mathrm{d} k_{0}}{\mathrm{~d} x} \frac{\mathrm{~d} k_{1}}{\mathrm{~d} x} \mathrm{~d} x=a\left(x_{2}\right)\left(\frac{\mathrm{d} k_{0}}{\mathrm{~d} x}\right)_{x=x_{2}} k_{1}\left(x_{2}\right)-a\left(x_{1}\right)\left(\frac{\mathrm{d} k_{0}}{\mathrm{~d} x}\right)_{x=x_{1}} k_{1}\left(x_{1}\right)-\int_{x_{1}}^{x_{2}} k_{1}(x) \frac{\mathrm{d}}{\mathrm{~d} x}\left[a(x) \frac{\mathrm{d} k_{0}}{\mathrm{~d} x}\right] \mathrm{d} x=0 . \tag{A8}
\end{equation*}
$$

From Eq. (A7) and (A8) it follows that

$$
\begin{equation*}
K[k(x)]=K\left[k_{0}(x)\right]+K\left[k_{1}(x)\right], \tag{A9}
\end{equation*}
$$

that is

$$
\begin{equation*}
K[k(x)] \geq K\left[k_{0}(x)\right]=\frac{1}{\int_{x_{1}}^{x_{2}} \frac{\mathrm{~d} x}{a(x)} .} \tag{A10}
\end{equation*}
$$
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