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Abstract. This article presents a software solution to the generalization of 

the Vehicle Routing Problem. The Vehicle Routing Problem is a logistics 

task, the purpose of which is to transport goods and services to a given place 

at a given time in a cost-effective manner. Many versions of the task have 

developed over the years, which model constantly changing, complicated 

systems. The article details the software solution of a model that simulates a 

general system. The software representation contains the following 

components: vector describing the order of nodes, the matrix describing the 

assignment of vehicles-nodes-products, vector describing the assignment of 

vehicle-recharger stations, vector describing the vehicle-start-end-node 

assignment, vector describing level, vector describing period, solution 

description vector. The following optimization algorithms were used in the 

article: Ant Colony System, Genetic Algorithm, Simulated Annealing and 

Tabu Search. The article presents the literature of the Vehicle Routing 

Problem, the software solution of the general system, the applied algorithms 

and their running results through a case study. 
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1. Introduction 

During the basic VRP [1], the vehicles start from a depot and visit the customers 

and deliver the products to them. They then return to the depot at the end of their 

journey. The goal of the task is to minimize the traveled distance. VRP has evolved 

over the years in many versions. Capacitated VRP [2] is a case, where the vehicles 

have a capacity limit for the goods to be transported. The goods can be of one type 

(VRP with single types of products [3]) or of several types (VRP with multiple 

types of products [3]). Vehicles can be homogeneous [4] or heterogeneous [5]. If 

the system contains a single depot, then the system is called a Single Depot VRP 

[6], if more, then Multiple-Depot VRP [7]. Two-Echelon VRP [8] means that there 

are not only depots and customers in the system, but also satellites. In this case, the 

goods will be first delivered to one of the satellites, and then from the satellites to 

the customers. Different depot-satellite and satellite-customer vehicles transport the 

goods on each level. Customers can also have a time window, in which case they 
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must be visited within a time interval. The time window can be soft [9], hard [10] 

or multiple [11]. The soft time window means that it can be ignored: the customer 

can be visited outside the time interval, but the solution receives a penalty point. 

During the hard time window, the customer can only be visited within the time 

interval. During the multiple time window, several time windows are assigned to a 

customer, and the customer can be visited in one of the time windows. Open VRP 

[12] means that vehicles do not have to return to the depot after visiting customers. 

Vehicles can be environmentally friendly (Environmentally Friendly VRP [13]). 

The VRP can also contain stochastic [14] or fuzzy data [15], in which case we call 

the task Stochastic or Fuzzy VRP. 

 

2. Software for the generalization of the Vehicle Routing Problem 

In this section, the software for the generalized VRP model is presented. The 

mathematical formulation of the generalized model is presented in paper [16]. The 

generalized model contains the following component: number of positions, levels, 

vehicles, periods, products, services. The attributes of the system is divided into 

groups. The node group consists of the travel time, travel distance, reliability, route 

status between the nodes and the type of the node. The vehicles group contains the 

following: capacity constraint, fuel consumption, recharger time, own or borrowed 

vehicle, rental fee and the maximum distance with full tank. The time group 

contains the followings: service handling, packing, unpacking, loading, unloading, 

fixed capital, administration, quality control and time window. The product group 

contains the following attributes: capacity constraint, product demand of the node, 

the prices of the product, given order of product, products handling together, 

storage level of the nodes. The cost group contains component in connection with 

cost: packing, unpacking, loading, unloading, administrative, quality control cost. 

The functional parameter group has the following attributes: inter-depot route, 

delivery, pickup, soft time window, open route. Also two test cases are presented in 

paper [16], and this two test cases (treatment of waste and treatment of newspaper) 

are solved with Simulated Annealing algorithm, but the paper [16] does not contain 

the software representation. The paper describes the representation mode of the 

generalized VRP model. The paper also describes case studies association of 

vehicles-nodes-products at level. 

 

2.1. Representation mode and operators of Vehicle Routing Problem 

algorithms 

In this chapter, the representation and evaluation strategy is presented. The 

representation mode contains the following main components: vector describing 

the order of nodes (depot, satellite, customer), matrix describing the assignment 

of vehicle-node-products, vector describing the assignment of the vehicle-

recharger station and the vector describing the assignment of vehicle-start-end-

node, vector describing level and period and the solution description vector.  



                              Software for the generalization of the vehicle routing problem 53 

 

The representation is the following: the representation vector of the whole 

solution is the vector describing the period, where the elements of the vector are 

the vectors describing the levels. The vectors describing the levels include a vector 

describing the order of the nodes (depot, satellite, customer), a matrix describing 

the vehicle-node-products assignment, a vector describing the vehicle-recharger 

station assignment, and a vehicle-start-end-node assignment.  

The components of the general model can be divided into two groups in terms 

of optimization. One of the groups includes the components, the order and 

assignment of which give a solution. By changing the order and assignment, we get 

another (possible) solution. This group includes nodes, vehicles, products, 

recharger stations, levels, periods. The other group includes components that we 

cannot associate with each other, we cannot define an order. These system 

constraints (eg time window) are either parameters describing the functional 

operation of the system (delivery of products, collection) or can even serve as 

metrics (distance between nodes, reliability factor, cost of loading and unloading 

products, etc.) 

 

2.1.1. Representation mode 

Vector describing the order of nodes 
 

A permutation is used to describe the nodes, each node is denoted by a number. 

The serial number of the node will be included in this section. The length of the 

part is equal to the number of nodes. The vector of the nodes of level    is the 

following: 

 

       
    

         
   

 

where      denotes the number of nodes in the level    and 

 

  
    

         
         

    
         

                   

 

An example of a vector describing the order of nodes is shown in Figure 1. 

 

1 3 2 4 5 
Figure 1. Example of a vector representation describing the order of nodes  

(satellite, customer) 

 

In this example, node 1 must be visited, then node 3, then node 2, then node 4, and 

finally node 5. 

 

The matrix describing the assignment of vehicles-nodes-products 
 

Not a permutation, but an assignment is used here. This means that the individual 

numbers here indicate the individual vehicles in the line, only here the numbers 
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appear more than once. The length of the assignment is equal to the product of the 

number of nodes and the number of types of products in the system. This specifies 

which vehicle will deliver each item at each node. Let    the matrix describing the 

association of vehicles-nodes-products at level  , then 

 

    

    
                 

 

   
       

                    

 
  

 

where    
  denotes the service in level    the node    product    and    

  

                  ,                        
 

 . An example of the matrix 

describing the assignment of vehicles-nodes-product is illustrated in Figure 2. 

 

1 2 2 1 2 2 2 2 1 1 
Figure 2. An example of a matrix describing the assignment of vehicles-nodes-products 

 

In the example, there are 5 nodes, 2 vehicles and 2 types of products. Then the first 

part (1,2) will belong to the first node, so the first type of product demand of the 

first node is served by the vehicle 1, and the second type of product demand of the 

second node. The first and second types of product demand of the third node are 

served by vehicle 2, as well as node 4. The first and second types of product 

demand of node 5 are vehicle 1. 

 

Vector describing the assignment of vehicle-recharger stations 
 

Here it is necessary to determine to which recharger station each vehicle will 

belong, so a recharger station-vehicle assignment must be made. Its length is equal 

to the number of vehicles. Let     be a vector, describing the association of vehicle-

recharger stations in level   , then 

 

       
    

                

   

 

where   
    

                

         
                       

  

                . 

 

An example of the vector describing the assignment of vehicle – recharger stations 

is presented in Figure 3. 

 

5 2 
Figure 3. An example of a vector describing the assignment of vehicle - recharger stations 
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The example includes 2 vehicles and 5 recharger stations. The first vehicle will then 

belong to recharger station 5 and the second vehicle will belong to recharger station 

2. 

 

Vector describing the vehicle-start-end-node assignment 
 

The length of the assignment is equal to the number of vehicles at the current level 

since a start node and end node is assigned to the vehicles. Mark the vector       
 , 

describing the vehicle start-end-node assignment at the level    then 

 

      
      

     
                 

   

 

where    
     

                 

        . An example of the vector describing the 

vehicle-start-end-node assignment is illustrated in Figure 4. 

 

5 2 
Figure 4. An example of a vector describing the vehicle-portal node assignment 

 

The example contains 2 vehicles, 5 possible portal nodes. Then the first vehicle 

will belong to node 5 above the “current” level, while the second vehicle will 

belong to such node 2. 

 

Vector describing level  
 

The Vehicle Routing Problem has a level structure. Vehicles start from one node in 

each of the above levels (and deliver/collect the products) at the lower levels and 

then return to the higher level (if no open route component is used). Let   be the 

level descriptive vector, then 

 

  
                     

     
 

The vector   contains vectors describing the order of the nodes, matrices 

describing the assignment of the vehicle-nodes-products, vectors describing the 

assignment of the vehicle-recharger stations, and vectors describing the assignment 

of the vehicle-start-end-node. 

 

Vector describing period 

I designed the representation mode so that the descriptive vectors can handle the 

period as well. Let    be the vector describing the period, then 

 

                      
  

 

The vector describing the period thus contains matrices describing the levels. 

An example of a matrix describing a level is shown in Figure 5. 
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Level 1 (depot) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 2 1 2 2 2 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 2 

Vector describing the vehicle-start-end-node assignment NO 

 
Level 2 (satellite level 1.) 

Vector describing the order of nodes 1 2 3 4 5 

Matrix describing the assignment of vehicles-nodes-products 2 2 2 1 2 1 1 2 2 1 

Vector describing the assignment of vehicle-recharger stations 2 4 

Vector describing the vehicle-start-end-node assignment 3 2 

 
Level 3 (satellite level 2.) 

Vector describing the order of nodes 5 3 2 4 1 

Matrix describing the assignment of vehicles-nodes-products 2 2 2 1 2 1 2 1 1 2 

Vector describing the assignment of vehicle-recharger stations 3 2 

Vector describing the vehicle-start-end-node assignment 4 2 

 
Level 4 (customers) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 2 1 2 2 2 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 2 

Vector describing the vehicle-start-end-node assignment 5 2 

Figure 5. Example of a vector describing a level 

 

 

Level 1 (depot) contains 5 nodes, 2 types of products and 2 vehicles. The system 

contains 5 recharger stations (globally). The path of the first vehicle is (1, 3, 5, 1) 

the path of the second vehicle is (1, 3, 2, 4, 1). Recharger stations for each vehicle: 

recharger station 5 for the first vehicle and recharger station 2 for the second 

vehicle. At this point, when the vehicle is running out of fuel, it will visit the 

recharger station in the meantime. 

In the example, there are also 5 nodes at level 2 (satellite level 1). At that time, 

two vehicles also deliver two products. The first vehicle departs from node 3 above 

and then returns to node 3 after nodes 2, 3, 4, 5. Product 2 is transported to node 2, 

product 2 is also transported to node 3, product 1 is also transported to node 4 and 

product 2 is also transported to node 5. Vehicle 2 departs from node 2 one above 

the level and then returns to node 2 one level above after nodes 1, 2, 3, 4, 5. It also 

transports product 1 and product 2 to node 1, product 1 to nodes 2 and 3, product 2 

to node 4, and product 1 to node 5. The first vehicle has recharger station 2, the 

second vehicle has recharger station 4. 

At level 3 (satellite level 2) we also find 5 nodes. At that time, two vehicles also 

deliver the two types of products. The first vehicle departs from node 4 one above 

level and then returns to node 4 one above level after visiting node 3, 2, 4, 1. The 
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second vehicle departs from node 2 above and then returns to node 2 after visiting 

nodes 5, 3, 2, 4, 1. The first vehicle transports product 2 to node 3, product 2 also 

to nodes 2 and 4, and product 1 to node 1. The second vehicle enters node 5 for 

product 1 and product 2, product 1 to node 3, node 2 and node 4 and then product 2 

to node 1. The first vehicle has a recharger station 3 and the second vehicle has a 

recharger station 2. 

At level 4 (customer level), the demands of 5 customers must be served. Two 

vehicles deliver the two types of products. The first vehicle first departs from node 

5 from a higher level, then visits nodes 1,3,5, and then returns to node 5 in the 

higher level. The second vehicle departs from node 2 in the higher level, then visits 

nodes 1, 3, 2, 4, and then returns to node 2 in the higher level. The first vehicle 

delivers product 1 to node 1, product 2 to node 2, and product 1 and 2 to node 5. 

The second vehicle delivers product 2 to node 1, product 1 to node 3, and product 1 

and 2 to nodes 2 and 4. 

 

Solution description vector 

The solution description vector contains the period description vectors. Let    be the 

vector describing the solution, then 

 

                       
  

 

The vector describing the solution thus contains the vectors describing the period. 

The solution description vector is illustrated in Figure 6. 

 

 
Level 1 (depot) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 2 1 2 2 2 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 2 

Vector describing the vehicle- portal node assignment NO 

 
Level 2 (satellite level 1) 

Vector describing the order of nodes 1 2 3 4 5 

Matrix describing the assignment of vehicles-nodes-products 2 2 2 1 2 1 1 2 2 1 

Vector describing the assignment of vehicle-recharger stations 2 4 

Vector describing the vehicle-portal node assignment 3 2 

 
Level 3 (satellite level 2) 

Vector describing the order of nodes 5 3 2 4 1 

Matrix describing the assignment of vehicles-nodes-products 2 2 2 1 2 1 2 1 1 2 

Vector describing the assignment of vehicle-recharger stations 3 2 

Vector describing the vehicle-portal node assignment 4 2 

 
Level 4 (customers) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 2 1 2 2 2 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 2 

Vector describing the vehicle-portal node assignment 5 2 
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The representation mode for day 1 of the period 

 

 

 
Level 1 (depot) 

Vector describing the order of nodes 5 3 2 4 1 

Matrix describing the assignment of vehicles-nodes-products 2 2 1 1 2 2 1 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 2 

Vector describing the vehicle-portal nodeassignment NO 

 
Level 2 (satellite level 1) 

Vector describing the order of nodes 1 2 5 3 4 

Matrix describing the assignment of vehicles-nodes-products 2 1 2 1 2 1 1 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 4 

Vector describing the vehicle-portal node assignment 1 2 

 
Level 3 (satellite level 2) 

Vector describing the order of nodes 5 3 2 4 1 

Matrix describing the assignment of vehicles-nodes-products 1 1 2 1 2 1 2 2 1 2 

Vector describing the assignment of vehicle-recharger stations 3 5 

Vector describing the vehicle-portal node assignment 4 1 

 
Level 4 (customers) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 2 2 2 2 1 2 1 2 

Vector describing the assignment of vehicle-recharger stations 1 2 

Vector describing the vehicle-portal node assignment 1 2 
The representation mode for day 2 of the period 

 

 
Level 1 (depot) 

Vector describing the order of nodes 1 2 3 4 5 

Matrix describing the assignment of vehicles-nodes-products 2 2 2 1 1 2 2 2 1 1 

Vector describing the assignment of vehicle-recharger stations 3 2 

Vector describing the vehicle-portal node assignment NO 

 
Level 2 (satellite level 1) 

Vector describing the order of nodes 1 2 3 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 1 1 2 1 2 2 2 1 

Vector describing the assignment of vehicle-recharger stations 1 4 

Vector describing the vehicle-portal node assignment 1 2 

 
Level 3 (satellite level 2) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 1 2 1 2 1 2 1 2 2 

Vector describing the assignment of vehicle-recharger stations 1 1 

Vector describing the vehicle-portal node assignment 4 4 

 
Level 4 (customers) 

Vector describing the order of nodes 1 3 2 4 5 

Matrix describing the assignment of vehicles-nodes-products 1 2 2 1 2 2 2 2 1 1 

Vector describing the assignment of vehicle-recharger stations 5 5 

Vector describing the vehicle-portal node assignment 2 2 
The representation mode for day 3 of the period 
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Figure 6. Example of a solution description vector 

 

 

2.1.2. Applied operators 

The applied operators can be divided into two groups. The first group consists of 

the vector describing the order of nodes representation part. In this case a 

permutation representation mode is used, where the sequence numbers of the nodes 

are included in the representation mode. The following neighbourhood and 

crossover operators are used in the vector describing the order of nodes part: 2-opt 

[17], 3-opt [18], Order Crossover [19], Partially Matched Crossover [20], Cycle 

Crossover [21]. 

The second group consists of the following representation parts: the matrix de-

scribing the assignment of vehicles-nodes-products, vector describing the assign-

ment of vehicle-recharger stations, vector describing the vehicle-start-end-node 

assignment. In this case a “regeneration” is used, where the neighbour of a current 

solution will be completely new solution. 

 

3. Applied optimization algorithms 

In this section, the applied optimization algorithms are presented: the Ant Colony 

System (ACS) [22], Genetic Algorithm (GA) [23], Simulated Annealing (SA) 

[24] and Tabu Search (TS) [25]. 

The Ant Colony System [22] algorithm is a population algorithm. It was 

inspired by ants, which deposit hormones during their journey. Ants are more 

likely to go to areas that contain more hormones (pheromones). The first step of 

the algorithm is the initialization of the population, which means the creation of 

random solutions (ants). Next, the calculation of the pheromone level at each 

edge is performed. Then the evaporation of the pheromone is taken into account, 

and then the determination of the path of the ants. Updating the pheromone levels 

and calculating the path of the ants is an iterative process, which continues until 

the termination condition. 

The Genetic Algorithm [23] is a population algorithm, that maintains a series 

of solutions through each iteration. The first step is the initialization and then 

evaluation of the initial population. Then creating new solutions using crossover 

and mutation are performed. A crossover is a major change in two individuals. A 

mutation step is a small change in a single individual. The old solutions are 

replaced by new solutions. The creation of new solutions is an iterative process, 

which continues until the termination condition. 

Simulated Annealing [24] is based on only one solution. The first step is the 

creation of the current solution and setting the temperature. The next step is the 

generation of a neighbor solution. If the neighboring solution is better than the 

current solution, it is accepted. If it is not better, it will only be accepted with a 

certain probability. This probability decreases with decreasing temperature. And 

the temperature decreases by a certain amount (alpha) during each iteration.  
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Tabu Search [25] maintains a tabu list, which contains already discovered 

solutions. The first step is to initialize the tabu list, which is initially empty. The 

current solution is initialized, which is initially a randomly chosen solution. Then a 

neighbor of the current solution must be generated. If it is better than the current 

solution, then this will be the current solution. The worst solution is added to the 

tabu list (if the tabu list does not already contain the element). The tabu list can be 

full, in which case the oldest entered element is deleted. The creation of 

neighboring solutions, the evaluation, and the updating of the tabu list are repeated 

until the termination condition. 

 

4. Case study and test result of the generalized Vehicle Routing software 

In this section a case study and test result are presented. The patient transport is 

chosen as case study. During patient transport, we considered the case when people 

are transported from the hospital. In this case, it is possible to transport several 

patients at the same time and there is no time window (so it does not matter how 

fast we transport the patient from the hospital). Here, too, there are only two levels, 

the first level is the hospital and the second level is the home of the patients. The 

number of vehicles is low, as is the number of patients. We deliver a single patient 

to each node. The other parameters are general, the parameters that appear during 

most transports (such as minimizing the distance traveled, minimizing travel time, 

etc.) 

 
Table 1. The test results in case of patient transport 

Parameter Value 

Base parameters 

Number of levels 2 

Number of nodes belonging to the first level 1 

Location of first level nodes [0,100] 

Number of second-level nodes 10, 20 

Location of second level nodes [200,300] 

Number of periods 1 

Number of product types  

(product means here a person) 

1 

Number of vehicles 5 

Node parameters 

Route Status Between Nodes static, [100,500] 

Travel Distance Between Nodes static, coordinate based 

Travel Time Between Nodes static, [10,100] 

Product parameters 

Product Demand of The Node (it means the number 

of persons to be transported per house here) 

static, [1] 

Vehicle parameters 

Capacity Constraint of The Vehicle (for person) static, [5] 

Fuel Consumption of The Vehicle static, [10, 100] 

Metrics 

Length of the route 

Fuel consumption 
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Route status 

Route time 

Unvisited customers (undelivered person) 

 

Table 2. The test results in case of patient transport 

Instance + Algorithm Average fitness Average running time (sec) 

Number of nodes: 1st level: 1, 2nd level: 10 

I-1-10 + ACS 4140.48 8.19 

I-1-10 + GA 3731.43 7.41 

I-1-10 + SA 3700.97 7.19 

I-1-10 + TS 3050.45 7.88 

Number of nodes: 1st level: 1, 2nd level: 20 

I-1-20 + ACS 4220.07 46.90 

I-1-20 + GA 4074.67 41.34 

I-1-20 + SA 3955.29 43.90 

I-1-20 + TS 4555.99 46.01 

 

Both of the data sets contain 2 levels, with the first level containing 1 and the 

second level containing 10 and 20 nodes. For this type of transport, the running 

time was also low due to the ease of the data set. For the first data set (I-1-10), TS 

proved to be the best, while for the second data set (I-1-20), GA. It can be seen that 

the second data set is much more complex than the first, and the runtime is much 

higher, but even this runtime can be said to be low. 

 

Figure 7. The running result of the patient transportation (I-1-10 + GA) 
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Figure 7. shows a result of data series I-1-10. The figure shows that the vehicles 

start from the point with the coordinate (80,15). A total of three carriers were used 

(blue, gray, green routes). The vehicles visit some of the coordinates in the 

[200,300] interval and then return to the coordinate (80,15). 

5. Conclusions and future work 

In this article, the software for the generalization of the Vehicle Routing Problem 

was presented. First, it was presented how many types of Vehicle Routing 

Problems inspired the general model. Then the general model and its software 

representation were presented. The representation method consists of the following 

elements: vector describing the order of nodes, the matrix describing the 

assignment of vehicles-nodes-products, vector describing the assignment of 

vehicle-recharger stations, vector describing the vehicle-start-end-node assignment, 

vector describing level, vector describing period and the solution description 

vector. Then the applied heuristic algorithms were presented: the Ant Colony 

System (ACS), Genetic Algorithm (GA), Simulated Annealing (SA) and Tabu 

Search (TS). Then a case study, the patient transport, was presented. Based on the 

running results, the developed software model can be well applied to solve the 

generalized Vehicle Routing Problem. Another area of research is the integration of 

the designed software system with new heuristic methods and the expansion of the 

generalized model with new Vehicle Routing Problem trends. 
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