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Abstract. The paper presents a comparison of some text categorization
methods in terms of accuracy and learning speed. These methods are
selected speci�cally for large dataset, therefore only the Random Forest
algorithm is considered from the numerous machine learning techniques.
In addition to this, two LSTM models are studied as � based on our
literature review � these are found best suited to the text classi�cation
task among neural networks. Our research goal is to �nd evidence for
or against this statement. Therefore we build, train and test a classic
multilayer perceptron model and show its accuracy and learning speed
as compared to the other methods.
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1. Introduction

Text classi�cation is a classical problem in natural language processing
(NLP), which aims to assign a category label to the input text. Examples
of text categorization are topic labeling, sentiment analysis, spam email detec-
tion and news classi�cation [1]. These tasks can be performed either through
manual annotation, or by automatic labeling. However, our digital society
produces enormous quantity and diversity of electronic documents, which have
made manual solutions to text classi�cation tasks una�ordable.

Automatic text classi�cation approaches can be divided into two groups:
rule-based and data-driven methods. Rule-based methods classify text into
di�erent categories using a set of prede�ned rules, the creation of which re-
quires deep domain knowledge. On the other hand, data-driven methods learn
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to classify text based on the recorded observations. These algorithms learn
the associations between texts and their labels by using pre-labeled training
samples and are therefore considered as supervised learning methods [2].

The work procedure of text classi�cation using machine learning techniques
is comprised of text pre-processing, feature extraction and feature selection,
training, testing, and performance evaluation. Texts are usually pre-processed
with tokenization, lemmatization, or stemming, followed by stop-word �ltering
[3]. This helps in creating a Bag-of-Words (BoW) or a Vector Space Model
(VSM) for text representation [4]. As a result, texts are often represented by
high-dimensional matrices, so dimensional reduction is also needed to address
feature collinearity and to decrease computational costs [5]. Recent approaches
propose topic modeling [6] and word embeddings [7] to be applied for reducing
the size of the model, as both techniques learn a representation for text where
words that have the same meaning are grouped under similar representation.
Dimensional reduction can also be achieved by feature selection and feature
extraction. The di�erence between the two methods is that feature extraction
generates new variables for replacing several similar features, while feature se-
lection removes non-de�ning features without creating new ones [8]. Regarding
feature selection, the most common methods include Term Frequency-Inverse
Document Frequency (TF-IDF), Information Gain and Mutual Information.
In feature extraction, the most popular approaches are Principal Component
Analysis (PCA) and Latent Semantic Indexing (LSI) [5].

In the next step, the remaining features are fed into classi�ers for train-
ing, and then the trained models are used for predicting the category labels
of unknown data. The most popular classi�ers are Naive Bayes, K Nearest
Neighbour, Decision Tree, Random Forest, and Support Vector Machine [9].
Recently, neural networks have also been utilized for text classi�cation, and
achieved signi�cant results due to their capability to model complex non-linear
or long-term relationships within the data [10].

Finally, the performance of the applied text classi�cation technique should
be evaluated. Accuracy is the simplest to calculate, but it works only for
balanced data sets [11]. Other methods include F2-score, Matthews Correla-
tion Coe�cient (MCC), Receiver Operating Characteristics (ROC), and Area
Under the ROC Curve (AUC) [3].

In this paper we present the results of an experiment with some machine
learning and deep learning techniques when applied to a customer complaints
classi�cation task.
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2. Related works

In all businesses, customer satisfaction is extremely important. For this
reason, companies should pay special attention to handling customer cases,
though it infers high costs on the other side, because the manual collection
and analysis of complaints is ine�ective and time-consuming. The solution for
this paradoxical case is the introduction of a customer complaint management
system, that is automatized to some extent, to achieve the business objective
of customer satisfaction on handling cases and being cost e�ective at the same
time.

Motivated by this goal, researchers have recently focused on the categoriza-
tion of customer feedback using machine learning (ML) algorithms to handle
complaints e�ciently. In most cases, categorization of customer complaints is
a multiclass classi�cation problem, where more than two possible target groups
are de�ned, but Krishna et al. [12] simpli�ed the task to binary classi�cation.
They performed sentiment analysis of bank customers using the respective
banks' online complaints management platforms. In pre-processing the raw
textual data, three di�erent techniques were employed for structuring: doc-
ument term matrix (DTM), Word2Vec embedding model and the Linguistic
Inquiry and Word Count (LIWC) psycho-linguistic method. The authors ex-
perimented with Support Vector Machine (SVM) [13], Naive Bayes (NB) [14],
Logistic Regression (LR) [15], Decision Tree (DT) [16], k Nearest Neighbour
(kNN) [17], Random Forest (RF) [18], Extreme Gradient Boosting (XGBoost)
[19] and Multi-layer Perceptron (MLP) [20] classi�ers. Their results indicate
that the representation form of the text has an e�ect on classi�cation accu-
racy. Considering the same dataset, when applying DTM, Logistic Regression
yielded the best accuracy score (77.13%); when working with Word2Vec em-
bedding, SVM was the best method (74.77%); while Random Forest was the
winner for the LIWC representation (77.44%).

Muaamar Nasser Saleh [21] has made investigations with the automatic as-
signment of customer complaints collected by a transportation company apply-
ing CART (Classi�cation and Regression Trees, [22]) and SVM ML algorithms.
As a result, the author reports 75.9% accuracy with CART, 84.4% with linear
SVM, and 74% with non-linear SVM method.

Onan et al. [23] presented the categorization of service support requests
using �ve basic ML algorithms, i.e. Naive Bayes, kNN, C4.5 Decision Tree,
Random Forest and SVM algorithms on a dataset including 17831 bug reports
and service support requests originating from a university information man-
agement system. The best classi�cation accuracy (92.26%) was achieved with
SVM.
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In a Turkish text classi�cation task [24], customer complaints about pack-
age food products were categorized using Logistic Regression, Naive Bayes,
SVM, kNN, Random Forest and XGBoost ML algorithms. In this study, two
feature representation methods were used: TF-IDF and Word2Vec. Experi-
mental results show that the best-performing method is XGBoost with TF-IDF
weighting scheme which achieved 84% F-measure score.

In this study, we have used a consumer complaints dataset with TDM text
representation to compare the accuracy of the Random Forest ML method with
some deep learning methods. The rest the of the paper is organized as follows.
Section 3 introduces the dataset and the applied classi�cation methods, while
Section 4 presents the results obtained.

3. Research methods

3.1. Dataset

The algorithms were tested on a dataset of reports of disputes between
�nancial institutions and consumers in the United States sent by customers
to the Consumer Financial Protection Bureau, which acts as an intermediary.
The dataset [25] covers a one-year period of complaints from March 2020 to
March 2021. Customer inquiries and responses are divided into �ve categories:

1. Credit reporting
2. Debt collection
3. Mortgages and loans
4. Credit cards
5. Retail banking

The dataset can be downloaded in CSV format, and holds 162 000 records.
After deleting the duplicates and records containing empty �elds, the cleaned
dataset is built up of more than 124 000 rows. The distribution of the records
among the categories is shown in Table 1.

Product %

Credit reporting 45.18

Debt collection 16.92

Mortgages and loans 15.04

Credit cards 12.04

Retail banking 10.82

Table 1. Distribution of records
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3.2. Algorithms

Customer complaints are given as free text in English. A number of ML
methods are available and can be used to learn the classi�cation of texts in
case there is a training set with prede�ned categories. The most important
factors that a�ected our decision about method selection are:

� type and size of the dataset,
� computation time and accuracy.

Taking into consideration the above mentioned selection criteria, in this
research we have examined the results and accuracy of the following methods
on the dataset:

� Random Forest
� RNN-LSTM
� BI-LSTM
� Multilayer Perceptron (MLP)

From the ML methods that can be applied for text categorization, the Ran-
dom Forest algorithm was selected because it can handle large datasets even
if these are imbalanced, and it has fast computation time with high accuracy.

Random Forest (RF) [26] is a widely used supervised ML algorithm. The
random forest model is made up of multiple decision trees, which iteratively
split the data until reaching the �nal decision. At each decision node, the algo-
rithm seeks to �nd the best split to subset the data. They are usually trained
through the CART algorithm. Metrics, such as information gain, or mean
square error (MSE) can be used to evaluate the quality of the split. When
multiple decision trees form an ensemble in the RF algorithm, they predict
more accurate results than individual trees, particularly when the trees are
uncorrelated with each other. The RF algorithm utilizes bagging and feature
randomness to create an uncorrelated forest of decision trees. In the bagging
method, a random sample of data in a training set is selected with replacement.
Next, these models are trained independently and the aggregation of the pre-
dictions yield a more accurate estimate than the individual results. The other
method employed by the RF algorithm is feature randomness. It generates a
random subset of features, unlike decision trees that consider all the possible
feature splits. This method ensures low correlation among the decision trees
in the collection.

Although Random Forest is computationally less expensive than neural net-
works and does not require a GPU for training, we have implemented three
neural networks to compare their classi�cation accuracy on the given dataset.
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Deep learning based techniques are speci�cally designed for processing large
volumes of data, and recurrent neural networks (RNNs) were the �rst to be
widely used for processing sequential data. RNN [27] is a generalization of a
feed-forward neural network that has internal memory. It performs the same
function on each input, and the output of the current input depends on the
previous computation. The output learnt from the previous input is stored in
the RNN's internal memory, which makes it capable of processing sequences
of inputs. An RNN, however, is not able to memorize data for long time and
begin to forget its previous inputs. This is called the vanishing or exploding
gradient problem, which is solved by the introduction of gate functions into
the memory structure.

The neural network, that can handle the problem of long-term dependencies,
and therefore best suited for text processing, is called LSTM [28]. LSTM stands
for long short-term memory network and has long-term memory in the form
of weights which can change slowly during the training. It also has short-
term memory in the form of ephemeral activations that pass from each node
to the successive nodes. In the LSTM model, each recurrent node is replaced
by a memory cell which is a composite unit built up from simpler nodes and
a number of multiplicative gates that determine whether (i) a given input
should impact the internal state (the input gate), (ii) the internal state should
be �ushed to (the forget gate), or (iii) the internal state should have an impact
on the output (the output gate) [29].

The bidirectional LSTM (Bi-LSTM) network is more e�cient because its
output depends on the previous and also on the next segments. Unlike the
LSTM network, the Bi-LSTM network has two parallel layers, composed of
LSTM units, that propagate in two directions with forward and backward
passes to capture dependencies in two contexts. This way, Bi-LSTM can
learn long-term dependencies without retaining duplicate context information.
Therefore, it has demonstrated excellent performance for sequential modeling
problems and is widely used for text classi�cation [30].

The implementation of the �rst three methods for customer complaints cat-
egorization is available at kaggle.com ([31], [32], [33]). In our experiment, we
intended to implement a Multilayer Perceptron (MLP) from scratch to see its
performance in comparison with the others.

MLP is the classical neural network that is comprised of an input layer, one
or more hidden layers and an output layer. This architecture is suitable for
classi�cation prediction problems where inputs are assigned a label prediction
on the output layer [34], [35].
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The Python implementation of each of the methods mentioned above was
run in PyCharm IDE 2022.3.1 (Professional Edition) with Python 3.10 on the
following PC architecture:

� OS: Windows 10 Pro 64-bit 22H2
� CPU: Intel Core i7-10700K CPU @ 3.80GHz
� GPU: NVIDIA GeForce GTX 1660 Ti
� RAM: 32 GB 3600 MHz

4. Results

In the Random Forest implementation [31], a Tf-Idf vectorizer is used to
transform the data, then the data is split into a training set and a testing set,
and the RandomForestClassi�er is invoked to create the model based on the
training set. Finally, the prediction is made using the test set, the results of
which are listed in Fig. 1.

Figure 1. Classi�cation results for the RF implementation

In the case of the RNN-LSTM [32] and Bi-LSTM [33] implementations, after
splitting the data into training and testing set and tokenizing the narratives,
the sequential model is built and evaluated using the tensor�ow.keras package.
The architecture of the RNN-LSTM neural network is demonstrated in Fig. 2,
and in Fig. 3 the confusion matrix summarizes the results of the test predic-
tions. In the confusion matrix diagram, the numbers on the axes denote the
prede�ned classes. Namely, credit card (0), credit reporting (1), dept collection
(2), shortgages and loans (3), and retail banking (4).
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Figure 2. RNN-LSTM model architecture

Figure 3. Confusion matrix for RNN-LSTM
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In our unique MLP solution, we use the Tf-Idf vectorizer �rst, then we split
the data into training and testing parts with 25% test size. After that we
create the MLPClassi�er for 10 iterations, the architecture of which is shown
in Fig. 4.

Figure 4. MLP model architecture

It is worth noting, that the accuracy of the MLP solution improved steadily
up to the 10th iteration. As opposed to this, in the case of the previous LSTM
models this improvement was not signi�cantly observed after the 4th iteration.

After training and testing the MLP model, the best accuracy gained can be
seen in Fig. 5, where the numbers on the axes denote the categories: credit
card (0), credit reporting (1), dept collection (2), shortgages and loans (3), and
retail banking (4).

Figure 5. Confusion matrix of MLP
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Table 2 summarizes the accuracy and execution time of the text classi�cation
methods we have studied on the given dataset.

Method Accuracy Time

Random Forest 78.00% 5.93 s

RNN-LSTM 85.62% 405.33 s

BI-LSTM 85.60% 720.50 s

Multilayer perceptron 85.18% 632.47 s

Table 2. Results of the examined methods

These results give evidence that the Random Forest algorithm learns sig-
ni�cantly faster than neural networks, while achieving quite fair accuracy in
predicting the categories of customer complaints. Considering the implemented
neural network models, there is no signi�cant di�erence between their accu-
racy, but in learning speed the RNN-based LSTM model beats the others.
The interesting consequence of this test is that the use of the classic MLP net-
work for text classi�cation yields no worse performance metrics than LSTM
networks.

Lastly, we have made experiments to validate the trained model. We have
created 10 new complaint texts, transformed them using the Tf-Idf vectorizer,
and then tried to classify these narratives into one of the �ve categories using
the model we have trained earlier. Our solution correctly classi�ed the given
complaints in all test cases, which con�rms that the created model is correct
and suitable for the given task.

5. Conclusion

The aim of this research was to compare the accuracy and learning speed
of some classic text categorization models and to search for proof of the appli-
cability of MLP networks in text categorization. For this purpose, we took a
consumer complaints dataset from kaggle.com and implemented the ML-based
Random Forest method and two LSTM neural networks with di�erent architec-
tures. Their comparison showed that neural networks achieve higher accuracy,
but Random Forest wins the speed race in learning to classify text into more
than two categories.

Among neural networks, LSTMs are said to be best suited to sequence
prediction tasks, including text classi�cation. Our goal was to �nd evidence
for or against this statement. For this reason, we have created a classic MLP
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network and tested on the given text dataset. As the results in Section 4.
indicate, we could not �nd �rm support for the statement. Yet indeed, we
must conclude that a multilayer perceptron is just as appropriate for text
categorization as LSTMs.
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