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Abstract.  

This article presents the efficiency of the Sine-Cosine Algorithm (SCA) and 
the analysis of its search space. The Sine-Cosine Algorithm is originally a 
continuous optimization algorithm, which was discretized in this article 
because the article solves the Flow Shop Scheduling (FSS) Problem. The 
article also presents the continuous Sine-Cosine Algorithm and its discretized 
modification. The article presents the Flow Shop Scheduling problem and 
then the test results. 
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1. Introduction 
 

This article presents a relatively new optimization algorithm, the Sine-Cosine 

Algorithm (SCA), and solves a discrete optimization problem with this algorithm. 

The discrete optimization task is Flow Shop Scheduling (FSP). 

The Sine-Cosine Algorithm was first published by Seyedali Mirjalili in 2016 in the 

article "Sine Cosine Algorithm for Constrained Optimization Problems" [1]. 

 

 
Figure 1. Sine-Cosine Optimization 

algorithm keywords in Google Scholar 

 

It can be seen that since its publication year (2016), more and more researchers 

have published the algorithm in their articles. 

5 articles were published in 2016, 177 in 2020, and 385 in 2023. 
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Several versions of the algorithm were developed, which were adapted to 

continuous and discrete tasks, and the researchers published numerous 

improvements, tunings, and hybridizations. Some of these algorithms are 

highlighted below [2]: 

 Adaptive Sine-Cosine Algorithm 

 Fuzzy Sine-Cosine Algorithm 

 Mutation Sine-Cosine Algorithm 

 Orthogonal-based Sine-Cosine Algorithm 

 Learning Sine-Cosine Algorithm 

 Binary Sine-Cosine Algorithm 

 Chaotic Sine-Cosine Algorithm 

 Levy Flight Sine-Cosine Algorithm 

 Opposition-based Sine-Cosine Algorithm 

 Learning Sine-Cosine Algorithm 

 Improved Sine-Cosine Algorithm 

 

Some application area of the Sine-Cosine Algorithm: 

 Optimal power flow solution in power systems [3] 

 optimization for automatic voltage regulator system [4]  

 image segmentation [5] 

 engineering design problems [6] 

 text categorization [7] 

 object tracking [8] 

 feature selection method for data mining tasks [9] 

 

The article is further structured as follows: the second chapter describes the Flow 

Shop Scheduling Problem and the Sine-Cosine Algorithm. The third chapter 

contains the test results. The fourth chapter is the conclusions and future research 

directions. 

 

2. Flow Shop Scheduling and Sine-Cosine Algorithm 
 

2.1. Flow Shop Scheduling 

 

Flow Shop Scheduling [10] is a discrete production scheduling problem. According 

to the classical problem,   tasks and   machines are given. All tasks must be 

completed on all machines. The task is to determine the sequence of jobs so that 

the makespan is minimal. According to the task, if a machine has started a job, it 

must also finish it, and only then can another job follow. Production starts from 

time 0. Over the years, many versions of the task have developed to meet the 

largest and most complex tasks of industrial needs. I would like to highlight some 

of these versions: 

 

 hybrid flow shop scheduling problem [10] 

 distributed permutation flow shop scheduling problem with worker flexibility 

[11] 

 no-wait flexible flow shop scheduling problem [12] 

 hybrid flow shop scheduling problem with limited human resource constraint 

[13] 

 flow shop scheduling problem with maintenance activities integrated [14] 

 flow shop scheduling problem with sequence-independent setup time [15] 

 flow shop scheduling problem with missing operations [16] 

 flow shop scheduling problem with total completion time minimization [17] 
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2.2. Sine-Cosine Algorithm [18] 

 

Sine-cosine optimization was first developed for continuous tasks. It is an 

optimization method that maintains a population of solutions performs operations 

on the populations. It uses sine and cosine mathematical functions to make small 

or large changes on the population. 

The algorithm works with the following update equation: 

 

  
     

  
                  

    
               

  
                  

    
               

   

 

Parameters of type   of the algorithm:           .   
  means the position of 

solution   in the iteration  . 
   can be calculated using the following formula: 

     
   

 
 

where   is the maximum number of iterations and   is a constant, the parameter 

of the algorithm. 

            

                

where in the equations   is a constant. 

 

The    is a random number in the interval      . 
 

As the formulas above indicate, there are four basic parameters in 

SCA:           . Az    parameter indicates the particular region within which 

solutions are searched. The    parameter determines how far the movement 

should be towards or away from the target. The    parameter gives a random 

weight to the solution that is important (  >1) or not important (  <1). The    

parameter equally prefers the sine and cosine function according to the equation, 

so it is random whether the sine or cosine function is currently applied. 

The steps of the algorithm for a continuous problem are as follows: 

 Initialization of the input parameters 

 Initialization of population elements (most often with randomly 

generated solutions) and evaluation. 

 The following steps are repeated until the termination condition is not 

met: 

o Determination of the          parameters, and              
o Calculation of the following elements of the population using the 

formula, where   
  the best position of individual   in iteration  : 

  
     

  
                  

    
               

  
                  

    
               

   

 The algorithm returns with the best element of the population 

The above algorithm is suitable for solving continuous tasks, so the algorithm had 

to be converted to discrete problems so that it could be used for specific 

production scheduling. 

 

2.3. Discrete Sine-Cosine Algorithm 

 

The discussed Flow Shop Scheduling problem is a discrete production scheduling 

task, so the discretization of the Sine-Cosine Algorithm was necessary. The steps 
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of the algorithm for a discrete problem are as follows: 

 Initialization of the input parameters 

 Initialization of population elements (most often with randomly 

generated solutions) and evaluation of that. Here, we assign each   
  to 

the populations, which is a continuous number, this is also randomly 

generated. 

 The following steps are repeated until the termination condition is not 

met: 

o Calculation of the          parameters,              

o Calculation of the following elements of the population using the 

following formula: 

  
     

  
                  

    
               

  
                  

    
               

   

o For the given solution, we perform the 2-opt step   
   -times. 

o If the best solution obtained with this way is better than the given 

element of the population, then the given element of the 

population is replaced by the best result of the 2-opt steps 

 The algorithm returns with the best element of the population 

 

3. Test results 
 

This section contains the results for the Taillard [19] benchmark dataset, and also 

compares the effectiveness of the Sine-Cosine Algorithm with other algorithms, 

published and implemented by other researchers. The test data is from Ta001 to 

Ta030. 

 
Table 1. Test results 

 

 
Relative performance 

Instance SCA 

HMM-

PFA 

[20]  

% 

HGA [20] % IIGA [20]% DSOMA [20] % HGSA [20] % IWO [21] % 

Ta001 1426 104.21 101.61 104.21 96.35 92.85 97.41 

Ta002 1454 105.09 100.41 105.09 96.84 99.17 - 

Ta003 1334 109.45 103.9 109.45 95.95 82.31 - 

Ta004 1535 103.45 99.09 103.45 94.33 95.7 - 

Ta005 1457 99.45 96.29 99.45 92.04 88.61 - 

Ta006 1463 101.23 97.74 101.23 93.16 95.08 - 

Ta007 1469 100.95 99.46 100.95 94.01 88.43 - 

Ta008 1413 104.88 101.42 104.88 97.59 91.44 - 

Ta009 1479 99.32 94.52 99.32 92.83 88.3 - 

Ta010 1386 99.35 95.53 99.35 92.57 88.96 - 

Ta011 1960 104.29 99.74 102.6 86.63 87.4 112.60 

Ta012 1947 111.25 109.04 111.25 94.14 88.24 - 

Ta013 1757 110.42 108.82 110.42 95.39 88.5 - 

Ta014 1540 117.6 115.71 117.6 100.39 98.44 - 

Ta015 1673 115.54 115.54 115.54 96.65 94.02 - 

Ta016 1675 112.96 109.07 112.96 94.93 86.99 - 

Ta017 1775 110.59 109.52 110.59 91.38 91.38 - 

Ta018 1827 112.59 109.8 112.59 94.75 95.73 - 

Ta019 1856 106.3 102.8 106.3 94.13 87.5 - 

Ta020 1871 109.62 106.95 109.62 95.24 92.04 - 

Ta021 2625 113.26 110.93 113.26 92.8 88.8 122.90 
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Ta022 2500 114.08 111.2 103.28 89.36 91.2 - 

Ta023 2635 114.35 110.89 114.35 94.08 94.12 - 

Ta024 2644 113.5 112.22 113.5 88.8 89.33 - 

Ta025 2692 111.55 109.7 111.55 90.45 93.13 - 

Ta026 2518 119.06 115.49 118.67 94.64 94.32 - 

Ta027 2548 119.78 116.56 119.78 93.8 91.88 - 

Ta028 2500 113.56 110.52 113.56 93.12 91.16 - 

Ta029 2717 110.75 109.39 110.75 86.97 88.7 - 

Ta030 2663 111.87 109.61 111.87 87.23 90.16 - 

 

In the case of IWO, we can only find test results in a few cases. For Ta001, SCA gave a 

fitness value of 1426, which is 4% better than the HMM-PFA algorithm, 1% better than 

HGA, 4% better than IIGA, 3% worse than DSOMA, 7% worse than HGSA and 2% 

worse than IWO. For Ta002, SCA gave a fitness value of 1454, which is 5% better than 

HMM-PFA, 0.4% better than HGA, 5% better than IIGA, and 3% worse than DSOMA, 

and 0.8% worse than HGSA. For Ta003, the algorithm gave 1334 fitness value. This 

value is 9% better than HMM-PFA, 3% better than HGA, 9% better than IIGA, 4% 

worse than DSOMA, 17% worse than HGSA. For Ta004, SCA gave a result of 1535, 

which is 3% better than HMMPFA, 0.9% worse than HGA, 3% better than IIGA, 5% 

worse than DSOMA, 4%- al worse than HGSA. 

 
Table 2. Test results comparisons 

 
Algorithm Number of data rows (on which 

the comparisons were made) 

Number of better 

results 

HMM-PFA 30 27 

MA - - 

IG-RIS - - 

HGA 30 23 

IIGA 30 27 

DSOMA 30 1 

HGSA 30 0 

IWO 3 2 

 

The table above summarizes how many test datasets the SCA algorithm could be 

compared with, and how many of these test datasets the SCA algorithm was better. In 

the case of the HMM-PFA algorithm, the SCA gave better results for 27 data sets, in 

the case of HGA for 23 data sets, and in the case of IIGA for 27 data sets, while for the 

DSOMA algorithm, it was only better for 1 data set, while for IWO this number was 2 

out of 3 test runs. Overall, it can be said that the SCA algorithm gave better results than 

most comparison algorithms in most of the benchmark test datasets, so the algorithm 

can be effectively used for the Flow Shop Scheduling Problem. 

 

4. Conclusions and future work 
 

The article presented the Flow Shop Scheduling problem, which was solved by the 

Sine-Cosine Algorithm. The Sine-Cosine Algorithm was originally developed for a 

continuous optimization task, so it was necessary to discretize the algorithm. The 

discretized algorithm was also presented in the article. The article then presented test 

results for the Taillard benchmark data set in the article. The results of SCA were 

compared with the results of six other optimization algorithms, based on which it can be 

said that SCA gave better results than most algorithms in the majority of cases. The 

future research direction is the discretization of other metaheuristics and the comparison 

of the results with the Taillard benchmark dataset. 
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