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Secretary

Institute of Information Science and Technologies
University of Miskolc
H-3515 Miskolc-Egyetemváros, Hungary
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Mechanical Engineering Department
Middle East Technical University
06531 Ankara, Turkey
e-mail: engink@metu.edu.tr
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University of Miskolc, Hungary

Department of Information Technology

kovacs@iit.uni-miskolc.hu

[Received . . . and accepted . . . ]

Abstract. Nearest Neighbor Search is a key operation in multiple in-
formation technologies fields, for example, string matching, plagiarism
detection, natural language processing, image clustering, etc. It is cru-
cial, that we have cost efficient methods and structures for retrieving
data based on similarity. We conducted a survey of two popular – Van-
tage Point tree and Locality Sensitive hashing –, and one more recent –
Prefix tree with clustering – NNS methods. In order to perform a wide
range of tests on these algorithms, we adapted each to Python language,
and developed multiple tests. In this paper we present the description
of the three algorithms and the results of our tests. We aim to provide
an informative comparison of the three major Nearest Neighbor Search
structures.

Keywords: NNS, VP-tree, LSH, Prefix tree, Nearest Neighbor, search,
comparison

1. Introduction

The search for similar objects is a key operation in general information man-
agement. When we retrieve information based on the high level of similarity –
or in other words, the smallest distance – between known and unknown data,
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we execute Nearest Neighbor Search (NNS). The applications of NNS are nu-
merous and also are the methods invented to make it faster, more effective.
The query for nearest neighbor elements is used, among others in autocomplete
and spell checking [1], plagiarism detection [2, 3, 4, 5, 6], natural language pro-
cessing [7], image clustering [8], and medical databases [9]. The time efficiency
of NNS operations is a crucial cost factor in the whole information system.
Similarity and distance are two measures approaching the same problem from
the opposite directions. The more similar two objects are to each other, the
less the distance is between them, while the greater the distance between them,
the less similar they are. Therefore we use both measures in this essay.
This work focuses on an important application area, the search in a word
repository. This paper’s main purpose is twofold, first to analyze the cost
efficiency of the known NNS methods and to adapt them to the investigated
problem domain, namely the similarity search in word repositories. The work
analyzes two popular methods, VP- tree and LSH algorithms and compares
them with a recent approach, the prefix-tree NNS structure. The performed
tests cover both time efficiency and search accuracy analyses. Our goal is to
list, explain and evaluate these methods and to give the readers an insight into
the strengths and weaknesses of each.

Nearest Neighbor Search. Nearest Neighbor Search (NNS) is the opera-
tion, which retrieves a data object, from a given dataset, based on its distance
from a query object. Formally, if U is the universe and S ⊆ U is the dataset, in
which we search, and q ∈ U is the query object, we can define NNS as follows.

d : U2 → {x ∈ R | x ≥ 0} (1.1)

N1 (q) = {y ∈ S | ∀z ∈ S, d (q, y) ≤ d (q, z)}
|N1 (q)| = 1

(1.2)

Nk(q) = {∀x ∈ Nk(q), y ∈ S : d(q, y) < d(q, x)⇒ y ∈ Nk(q)}
and |Nk(q)| = k

where k ∈ N+ and k ≤ |S|
(1.3)

Formula 1.1 defines a distance function d , which we use in the Nearest Neigh-
bor Search definition in the Formula 1.2. In Formula 1.3 we also define the
generalization of NNS to k-NNS, where we retrieve the k nearest neigbors of
the query q, from the dataset S.

2. Description of evaluated algorithms

The three evaluated approaches, Vantage Point tree (VP-tree), Locality
Sensitive Hashing, and Prefix tree with clustering (prefix tree) each realize
an efficient way to execute nearest neighbor search operation, however, their
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Figure 1. Representation of VP-tree concept

approach is quite different. In this section we will describe the approach of
each algorithm generally.

2.1. Vantage Point tree

VP-tree realizes NNS operation based on the concept of general metric
spaces. It requires the dataset containing the data objects and the distance
function d to build the indexing structure. Here, the distance function must
satisfy the properties of a metric (positivity, identity of the same objects,
symmetry, and triangle inequality), because the VP-tree can use the triangle
inequality to prune branches, when searching.
Our main reference for the VP-tree is the paper [10]. The main concept of the
VP-tree algorithm to solve the NNS problem is to build an indexing structure
in such a way that the data objects get distributed according to their distance
from vantage points, which are chosen from the dataset, one at each non-
leaf node. At the building stage if the current dataset Si does not fit into a
leaf, we apply Formula 2.1, where we denoted the base dataset as S0 and the
created subsets are S1, S2 and Si in further nodes, while m is the median of
the distances from the vantage point (the distance between the vantage point
and the elements of Si is calculated for each element during the partitioning
at each node). This partitioning scheme would be recursively repeated at each
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node, until all created subsets are allocated into leaves.

S1 = {s ∈ S0 | d(s, vp0) < m}
S2 = {s ∈ S0 | d(s, vp0) ≥ m}

(2.1)

The algorithm for searching in the tree is presented in the paper [10]. It uses
a recursive strategy to traverse the tree and prunes branches of it based on
the triangle inequality.

2.2. Locality Sensitive Hashing

The Locality Sensitive Hashing is based on hash functions. The hash func-
tions map a key into a hash value. The hash function represents the same
value for the same input. It is possible, that two different keys mapped into
the same hash value. This is hash collision. [11]
The LSH uses hash collision to find similar keys. This method hashes data
objects by multiple hash functions and stores the hash value and key pairs.
Therefore if more collisions are found in different hash functions, it is more
probable that keys are similar. To find similarities the algorithm hashes the
query point and returns the elements from the buckets that contain that point.
[12] This method also uses minhash. It is a special hash function, that we ex-
ecute multiple times to receive the same hash values for similar keys. In our
case it is used to map the keys into hash values, which we add to the LSH
function. For better understanding we have to declare shingling, which is a
method, that can divide its input into k lenght sequences. After shingling the
hash value, the method puts them into the buckets of the LSH function. The
idea of the LSH algorithm is represented in Figure 2. In our case the algorithm

Figure 2. Representation of Locality Sensitive Hashing concept

we use is a library based on the [13].
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2.3. Prefix-tree with clustering

This method uses clustering for preprocessing and the prefix-tree for storing
the actual words. The prefix-tree is a special kind of tree, in which the nodes
are letters. A word is represented by the path of letters.

Figure 3. Representation of Prefix-tree concept

Prefix-tree. In case of insertion the method starts to go down in each branch
and finds the current letter in the structure. If there is no such a letter, it
creates a new node. So for example if we want to find the word, then in the
first level from the root we look for a letter w. In the query for 1NN search we
go down in each branch and check if the current character is the same in the
structure. If they are different, it means that the distance between them is one
more. By this method we can find the best fitting similarity in the structure,
but if we go down in every branch it costs much in time, so the method also
uses a limit parameter, which determines the maximum distance in a branch.
If the distance reaches this value, we cut the branch.

Prefix-tree with clustering. This method also uses clustering. This means
that we map the words into different sets. These sets are further from each
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other and does not overlap. In each cluster there is a tree and the words
are stored there. The stucture building starts with calculating the central
points of the clusters. After this we build all the prefix trees. In case of
insertion the algorithm calculates the nearest cluster and builds the word into
the tree. For calculation the method represent the words into vectors and runs
a minimum search on the cluster distance from the word in order to find the
nearest cluster. The query method works the same, so it finds the cluster,
then goes down in the tree and searches for the word as described above. The
base implementation of the method is presented in [14].

3. Adaptation of investigated methods

In order to test the methods, we adapted them to a common implementation
framework. We chose the Python programming language, because it provides
libraries and partial implementation of the used methods, and it hides most
of the lower level operations, so we could focus on the unique parts of the
algorithms.
The parameters of the computer in which the tests have run are the following:

• cpu: Intel®Core™i7-8550U @ 1.80GHz
• ram: 7.7 GiB @2400 MHz and 7.5 GiB of swap memory
• swap device: M.2 Solid state drive with 600 MB/s data transfer rate
• operating system: Ubuntu 18.04.3 LTS 64-bit

3.1. Vantage Point tree

Our VP-tree implementation is based on the paper [10]. We should also
reference [15] for the implementation of the Autosorting list and as a structural
example. However, due to our different platforms and emphasis – namely us
using mainly Python language and our tests focusing on speed rather than
page access rates – we diverged from [10] in multiple aspects. We followed the
proposition of the paper for

• building the tree and
• executing k-NNS in the tree.

We performed the following extensions of the base model:

• We set the leaf size based on the quantity and not the size of the data
objects, that would be contained within. This is more advantagous in a
higher level programming language, since it provides more information,
than does the data object size.
• We designed our own insertion algorithm. This looks up the leaf, in

which the data object to be inserted should be placed, and allocates it
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in the leaf, it still has space. If does not have space, then the algorithm
starts to go up the tree, and checks if the subtree marked my the checked
node (its descendants are its subtree) has space. If it has, the algorithm
retrieves the data stored in that subtree, then rebuilds it. If the entire
tree is full, then the entire tree is rebuilt.

3.2. Locality Sensitive Hashing

The algorithm originally used for similarity search in big texts like para-
graphs. So we have to tweak the parameters to work with word similarity
search. One of the most important parameters is the permutations, which
determines the number of permutations by the minhash function. If this pa-
rameter is big, then the memory consumpsion and building time of this method
increase, but the query time will be less. We determined that the ideal number
for this parameter is 60. The other parameter is n_gram, which determines
the shingle size for minhash. We choose this to be 2, because by this we can
enter bigger than 2 lenght words. To make sure that the words contain more
than 2 characters we built a function, which fills the words, which are less
than 4 characters with characters. Later in the query we also run this on
the searched word, to make sure that the right results are returned. We also
changed the no_of_bands parameter, which defines the number to break the
minhash signature before hashing into the buckets. The accuracy is affected
by this parameter. We set the sensitivity to 2 which means the number of
buckets texts must share to be declared as similar. Moreover we implemented
the k-NNS methods, which calculates the k nearest from the result set.

3.3. Prefix-tree with clustering

In case of this method we also modified the parameters. The most impor-
tant parameter for this method is the limit, which determines the maximum
distance that we want to search in the tree. As is mentioned this parame-
ter determines how deep the search can go down to find the best match in
a branch. The parameter has to be larger than the distance of the searched
word and its nearest neighbour, otherwise the algorithm does not return a
word. But if the limit is much larger than the nearest neighbor, then the
search time increases dramatically. In most of our tests we declared the limit
parameter as 3, in some of them we used also 3 and 6. The other crutial
parameter is the number of clusters. Because the word cluster determination
is a step with high costs we have to choose it properly. our wordlists use 50000
to 2.4 million words, therefore we choose a rather big clusternumber, which
is 100. In addition to the parameter settings we created methods for k-NNS
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search and for the insertion. The k-NNS search method goes through the tree
until k number of results are found or the limit distance reached.

4. Performed tests

To test the algorithms on similar word searching, we have to create wordlists.
These wordlists contain Hungarian and English words. The building wordlist
consists of 2.4 million Hungarian words. In order to build structures with less
words we take a sublist from this. The searchlist is a Hungarian and mostly
English wordlist. These words are not in the building list.
We created several tests:

• build time tests for different wordlists,
• search time tests for different wordlists and different percentage of known-

unknown words,
• k-NNS tests: scaling depending on the k value;
• accuracy tests,
• insert time tests.

Most of the tests measure time required to do the task, except for accuracy
tests, which measure that the returned word is the real nearest neighbour.

Build test. The building time test is, where we tested the required time to
build up the structure from zero. We ran this test on different wordlists,
from 200000 to 2.4 million in each cycle we increased the number of words by
200000. The results of the test is represented in Figure 4.

Accuracy comparison. We measured the accuracy of each algorithm by first
building a structure from a wordlist of 50000 words, then executing nearest
neighbor search in two ways. We retrieved the nearest neighbor using the
evaluated algorithm, and also using a linear search algorithm, that we wrote for
this purpose. We accepted the result returned by the linear search algorithm
as the real nearest neighbor, and compared it to the result returned by the
evaluated structure. If the two returned objects were of the same distance
from the query point, then we considered the search accurate, otherwise we
considered it inaccurate. We looked up the nearest neighbor of 20 words, and
calculated the percentage of accuracy. We also executed this test for different
proportions of known-unknown words in the wordlist (for example, 20% of the
search list was also in the structre). The results are presented in Figure 5.

Search test. The search time tests measure the time required to run the
query method. We used 20 words size wordlists, and measured the time each
algorithm takes to look up the nearest neighbor of the 20 words, then divided
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the result by 20 to receive the average search time per word value for each algo-
rithm. The results for the 20 unknown words (words not inside the structure)
are represented in Figure 6.

K-NNS test. We tested the algorithms for their scaling given multiple k
values, when we execute k-NNS operation. To do so, we built the structures
from 50000, 100000, . . . , 400000 words size wordlists, then executed k-NNS,
with the above mentioned 20 words search list (none of the 20 words were
inside the structure), with the k values of 1, 3, 10. As before, we present the
average search time per query word in Figure 7.

Insert time test. The insert time test is a test, in which we measure the
time needed to insert 100 words into the different structures. We executed this
insertion on structures built from 200000 to 1.2 million words size wordlists.
The results of the test are represented in Figure 8.

Figure 4. Building time comparison

5. Conclusion

In this article we have listed a few application areas of Nearest Neighbor
Search, described a few import Nearest Neighbor Search algorithms, namely:

• Vantage Point tree (VP-tree)
• Locality Sensitive hashing (LSH)
• Prefix tree with clusterng (Prefix-tree)
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Figure 5. Accuracy comparison

VP-tree and LSH are more conventional and widely known methods, while
Prefix-tree is a more recent approach. We adapted each algorithm to a uniform
framework to perform a range of tests. From the results of our tests we can
conclude the following:

• LSH takes the less time to build up.
• VP-tree is the most accurate of the three methods.
• Prefix-tree and LSH clearly outperform VP-tree in regards of search

time.
• The speed comparison between Prefix-tree and LSH is not one-sided,

but Prefix-tree scales better, while LSH is less affected by whether the
searched word is inside the structure or not.
• Each algorithm scales reasonably depending on the k value at k-NNS

operation.
• The difference between insertion speed of the three algorithms is rather

small, Prefix-tree being slightly slower on the evaluated interval.

6. Acknowledgements

The described article was carried out as part of the EFOP-3.6.1-16-2016-
00011 “Younger and Renewing University – Innovative Knowledge City –
institutional development of the University of Miskolc aiming at intelligent
specialisation” project implemented in the framework of the Szechenyi 2020



Efficiency analysis of NNS methods 15

Figure 6. KNN search time comparison
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Figure 7. KNN search time comparison
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Figure 8. Insert comparison
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Abstract. Digital mapping and modelling of the real systems in digi-
tization solutions of Industry 4.0 are increasingly contributing to rising
of the efficiency of production processes. The complexity of production
and logistics systems is further increased by human resources, whose pro-
duction capacity greatly influences the production process. This paper
presents a flexible manufacturing system where employee skills affect sys-
tem productivity. The values of performance indicators can be changed
in a favourable direction using a discrete event-driven simulation model.
This model uses an integrated, self-developed module that supports pro-
duction scheduling and takes the production capabilities of workers into
account for better use of the resources in the production system.

Keywords: simulation, production scheduling, human capabilities, digi-
tal model

1. Introduction

The common feature of the production companies – both multinational com-
panies and SMEs – is that management aims to serve the customer needs to
the highest possible standard, while fulfilling orders with short lead times and
ensuring appropriate quality conditions [1]. The large number of orders re-
sults in a drastic increase in the number of finished product types. This has an
impact both on the design of production systems and the operation of produc-
tion and logistics processes. On one hand large-scale production is replaced
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by small and medium-sized series, on the other hand systems supporting pro-
duction for individual needs are becoming more and more important, where
the ”one-piece” material flow will be dominating [2]. Meeting these needs can
only be achieved with a high degree of flexibility and coordinated operation of
the production and the logistics system. Opportunities offered by the Industry
4.0 solutions highly support this through the extensive cooperation of infor-
mation and communication technologies (ICT), digitization and virtualization
technologies [3]. Digital mapping of production and logistics processes of real
production systems and the corresponding simulation based studies support
the detection of bottlenecks [4]. Mapping of real processes is realized in the
digital model at an abstraction level where evaluation of indicators character-
izing the operation of the system and examination of influencing parameter
values becomes possible [5]. Experiments by changing input parameter values
can be performed in digital models, while leaving the smooth operation of real
processes intact.

The importance of using simulation studies is increasing: a general model
designed to solve a real problem contains several parameters which can be
used to examine different operational strategies or to redesign system pro-
cesses. The examined systems typically consist of discrete production and
related logistics processes. Special softwares are available for modelling of
these systems digitally. One of these is Tecnomatix Plant Simulation from
Siemens, Plant Simulation is a general discrete-event-driven simulation de-
velopment environment. It supports modelling and simulation of production,
manufacturing and logistics processes with a wide set of objects [6], [7]. Us-
ing the SimTalk programming language, own algorithms, control procedures
and functions may be created to support more realistic, detailed mapping of
processes [8].

A common feature of most discrete manufacturing processes is that the
operations must be performed on certain machines or workstations in a pre-
defined order on the workpieces. One typical basic manufacturing scheme is
the so-called ”flow shop” (one-way) model, in which the same operations must
be performed on the workpiece sets (jobs) in the same order on the same re-
sources. There may be additional subcategories to this like the passing and
no-passing versions. In the no-passing version, the execution sequences of jobs
for machines can be different. In the passing version, only one execution se-
quence is given for all machines [9], [10], [11]. Another typical scheme is the
”job shop” model, where each job can have a unique sequence of operations
to be performed [12]. Both models may be flexible. If a group of machines
is able to carry out an operation, then a machine-assigning process is also
needed beside the job-sequencing task [13], [14], [15]. Even with a small num-
ber of machines, creating an optimal schedule with a polynomial runtime is
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not possible due to the complexity of the problem: the vast majority of mod-
els fall into the NP-hard problem class. In such cases, it is advisable to use
fast heuristic, metaheuristic and search algorithms that give near-optimal so-
lutions in a short runtime [16]. Development of complex models is necessary
to support the production scheduling of real production systems, where the
parameters, influencing factors and stochastic effects related to the logistics
processes are also considered in addition to the parameters occurring in the
production process.

Our research work summarized in this paper was induced by a real prob-
lem of a flexible assembly system. The following sections present a simulation
model and a new heuristic scheduling algorithm for preparing daily produc-
tion plans with the highest possible performance. The specialty of the sys-
tem is that the model includes the individual assembly capabilities of human
resources (persons). This extension further increases the complexity of the
problem. The efficiency of our extended decision-making algorithm is verified
by simulation running results.

2. Problem description

2.1. Operations and workplaces

Nowadays, increasing the competitiveness of companies plays a top priority
in fulfilling customer orders in time. Besides, maximizing the performance of
production processes, minimizing non-productive logistics processes, and re-
ducing losses are also important. One of the losses in the production process is
the changeover time related to switching between product types. Production
scheduling can reduce the number and time of changeover and setup activities
if the schedule is near to the optimal product sequence. As a result of changing
customer needs, flexible production structures come to the fore, where pro-
duction process involves the manufacturing of different product types at the
same time. In additional, the unique process plan is given for each product
type and they can differ in number or in type of operations. Each operation
is linked to a machine or a group of equivalent machines where the necessary
operations can be performed.

As a result of the application of Industry 4.0 technologies, individual devices
can operate autonomously and communicate to each other on the network. As
both the machines and the workpieces are identified, each machine can send
messages to the next machine in the process flow to get prepared for the
workpiece and reduce changeover time. Due to the different product types
moves in the system at the same time, complex material flow relations are
created. Fig. 1 illustrates the ”job shop” problem in the form of a directed
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graph for 4 products and 5 machines as an example. Table 1 shows the unique
sequence of operations for the product types.

Figure 1. Job shop production model

Table 1. Order of operations by product type

M1 M2 M3 M4 M5
P1 O2,t1 O2,t2 O3,t3 O4,t4
P2 O1,t5 O3,t6 O2,t7
P3 O2,t7 O1,t8 O3,t8
P4 O1,t8 O3,t9 O4,t10 O2,t11;O4,t12

Each operation (Oi) has a processing time (tj) that is required for a given
operation of a given product type on a given machine.

2.2. Human resources

Several material flow relations exist for each machine as indicated on Fig. 1
Instead of using costly automated material handling, this task is performed by
human labor: skilled workers select the next workpiece from the input buffer
(source) and move the workpiece between the individual assembly stations
(machines) according to the specified order of operations of the product type.
The operations are performed at the stations. One worker at a time can
perform one operation on a suitable assembly station; thus, if an assembly
station is busy, the worker waits until it is released. After finishing the last
operation, the assembled product is placed in the finished product container
(drain). The cycle then starts again.

Consequently, the workers implement the ”one-piece” material flow in the
investigated system. The assembly process on workstations cannot be inter-
rupted: workers take breaks only after the product has been placed in the
finished product container (at the end of the running cycle). However, the
many advantages of using human resources, the negative effects also appear in
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the production processes: the fulfilment of shift-level / daily / weekly produc-
tion plans depends on the stochastic effects in the system, which stem mostly
from the uniqueness of people. Each operation has a predefined norm time
that serves as the basis for the preparation of production plans. From these
plans shift-level production plans are generated, typically evenly distributed
over the shifts for a given period. Although workers are expected to adhere
to the standard time, some differences can be discovered due to the worker’s
manufacturing and assembly skills. While a rookie is usually not able to ad-
here to the norm times, more experienced ones perform the operations within
the norm time. There may also be differences between those working night
and day shifts. Thus, working skills can be interpreted as a percentage of the
norm time (average time) of performing a given operation. The complexity
of the production process further increased with the involvement of working
skills, which also affects production planning, scheduling models and algo-
rithms. This complexity justifies the use of simulation models and methods,
with which the indicators of the productivity and efficiency can be evaluated
depending on the different production plans and employee skills.

3. Digital model of the production system

3.1. Model objects

A new digital model had been developed before the examination of the pre-
sented production system. Real production and logistics processes are mapped
in the model as follows:

• Modelling of production equipment (workstations, machines): There
are 50 production equipment (A1-A50) with a fixed location in the pro-
duction system. The cooperation of the production equipment and the
worker results in the elementary operation of the manufacturing pro-
cess on the workpiece, where an essential property of the workpiece
changes. A controlled series of property changes make up the manufac-
turing process, which transforms the workpiece from the initial state to
the finished state. The most important parameter of the operation is
the processing time depending on the skills of the worker, which can be
derived from the standard time for the execution of a specified operation
of a fixed product on a given workstation (machine) (1).

t = t
Aj
pik + t

Aj
pik(1 −BOperatorl

pik
/100) (3.1)

where:
– Aj : a j machine;

– pik: operation k of product type i ;
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– t
Aj
pik : standard time of operation k of product type i on machine

Aj ;

– Operatorl: operator l ;

– B : production skill of operator;

– BOperatorl
pik : describes skills in percent of standard time of oper-

ation k of product type:
– If the operator can maintain 100% of the norm time for the

given operation, then the operation time of the operation
is the same as the norm time.

– If the operator is less than 100% able to meet the norm
time of the given operation, the operation time increases
as the operator works slower, so the time of the operation
will be longer than the norm time.

– If the operator can carry out the operation shorter than
the norm time of the given operation (more than 100%),
the operation time of will be shorter than the norm time.

• Employee modelling: Workers travel between workstations (machines)
on a predefined route at a specified average speed. The worker selects
the workpiece on the input storage object (”Start”) and then visits the
workstations one by one according to the sequence of operations as-
sociated with the product type. After the last operation, the finished
product is placed on the finished product storage object (”End”). Em-
ployees have breaks of predetermined lengths, which they use on deci-
sion. Breaks can used only after the finished product has been delivered.
As multiple operators work at the same time, queues can form in case of
shared access workstations. The operator remains at the station until
the current operation is performed. The processing time depends on
the actual operator capabilities. Operations are non-interruptible pro-
cesses. There are equivalent machines that form a group with the same
properties (certain operations can be performed on all equivalent ma-
chines). In the model, 23 operators (Operator1, ..., Operator23) were
implemented for the simulated production environment, with different
(very, medium, less efficient) capabilities.

• Product modelling: There are 15 product families and 100 product types
in the model. Operation sequences are predefined for product families.
The number and order of operations performed on the product types are
the same as on product families as types are specialized representation
of families. However, norm time of operations may be individually
defined.
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• ”Start” object (source): Functions as an input container, it stores the
workpieces awaiting production, from which the operator chooses one.

• ”End” object (drain): An object that implements the storage of finished
products. The finished product is placed here by the operators.

The Plant Simulation model of the production system is shown in Fig. 2
along with the production equipment, workers, and product types currently
manufactured. Workers travel on a dedicated route. Paths appear where there
is material flow between two workstations. Sankey diagram for two product
types is also shown as an example. The thickness of the lines illustrates the
size of the volume produced from the product types and indicates the work-
stations belonging to the technological process of the product type. Large
amount of basic data is required for the operation of the model and the exam-
ination of the processes in the system, which is stored in a structured form in
an external database. In addition to the properties of the basic objects of the
model (products, machines, workers), the basic data also include the material
flow relations and logical relationships between them. During the implemen-
tation of the model, following the previously developed concept model [4],
quick adaption of the structure by modifying the basic data is possible. The
structure of the model changes automatically, according to the modified basic
data. Workstations, workers, products are created or deleted, the properties
and data members of the model objects are dynamically updated.

Figure 2. Simulation model

The following consistent data and data structures are required for the op-
eration of the outlined dynamic behaviour digital model:

• Lists of employees are assigned to the shifts. This data structure rep-
resents an individual shift schedule of employees.

• List of product families, product types.
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• Shift schedule: Cyclic change of 8-hour or 12-hour shifts in daily fre-
quency. In a given shift, a given team of workers with different abilities
is available.

• Sequence of production operations of product families, assigning oper-
ations to workstations where the given operation can be performed.

• Standard (norm) time for product type operations, which represents the
expected operation time.

• Matrix of standard time per operation of product types and capabilities
of operators: an element of the matrix shows the percentage of the given
operator’s ability to comply with the operation time (norm time) of the
specific operation.

• Average capability matrix of operators for each product family: an
element of the matrix specifies the percentage by which an operator can
keep norm time of any operation belonging to a given product family.

• List of production plans:
– Number of products per product type to be produced during the

period.

– Number of products per product type in shifts to be produced dur-
ing the period.

The efficiency of the production process and the fulfilment of the production
plan are greatly influenced by the order and number of different types of shifts
in the examined period, as well as the workers and their production capabilities
assigned to shifts.

3.2. Simulation study of the production system

The purpose of our simulation study is to analyse the efficiency and perfor-
mance of the production system under changing conditions. The first step in
the test is to set the current value of input parameters of the model. Currently,
two main input parameter sets can be specified:

• The period under review, which defines the order and number of shifts,
the operators working in each shift type and their capabilities.

• Production plan for the period considered. This is possible in two ways:
– The quantity to be produced refers to the entire period under inves-

tigation, from which the production plans for each shift are auto-
matically generated by distributing the products evenly depending
on the number of shifts.

– The quantity to be produced can also be specified directly per shift.

Based on the simulation results, statements are made on the performance
of the production system, the utilization of the employees, and the number
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of products produced. One of the most important aspects is the fulfilment
of the production plan, therefore one of the main indicators is the number
of products produced. The other indicator is the free capacity of the pro-
duction system over time. The following conclusions can be drawn from the
relationship between these two indicators:

1. If the production plan is not fulfilled (there are unmanufactured pieces)
and there is significant free time left, then not all batches were man-
ufactured in some shifts due to the workers production capabilities or
inadequate management decisions.

2. If the production plan is not fulfilled (there are unmanufactured pieces)
and there is no significant free time left, then the production plan is
over-planned, i.e., the planned quantity cannot be produced in a given
period.

3. If the production plan is fulfilled and there is significant free time left,
then the production is under-planned; there are free worker capacities
and further pieces can be produced.

4. If the production plan is fulfilled and there is no significant free time
left, the production plan adequately loads the system resources and the
distribution of workloads is close to the optimum.

However, not only the distribution of the workloads by shift influences the
performance of the system and the number of products produced. The man-
agement and decision-making strategy that determines the operation of the
employees also plays a crucial role. Two events have been implemented in the
model that affect employee activity and production system performance:

1. Assigning the product types to be manufactured and the operators to
the ”Start” object, where the product types to be manufactured in a
shift form a queue. The operator selects one of the waiting workpieces
in the queue. As there are product families that he is unable to produce
at all due to his skills, the operator’s default selection strategy is to se-
lect the first workpiece from the queue that he can produce. Despite
this is a very simple binding, it can have several effects on the produc-
tion process. The production system is highly sensitive for the order
of the production queue. If the jobs behind each other belong to the
same product family and the workers can produce them, then the work-
ers follow the same technological path, visiting the same workstations
in a row. This may result worker queues at workstations, increasing
turnaround time and reducing efficiency.

2. Choice between equivalent machines: in certain cases (such as finishing
operations), more than one machine is usable to perform the same type
of operation. In such cases, the workers decision strategy is based on a
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penalty function, calculated for the available machines. This function
also considers the number of products produced.

Simulation studies proved that productivity of the examined production
system and adequate utilisation of resources depend on the sequence of jobs in
the queue due to the binding of the workers and the workpieces to be produced,
in addition to the many influencing parameters and decision strategies.

3.3. Simulation results

The simulation model is suitable for examining the fulfilment of the production
plan. The study covers 7 days with 14 shifts, where one shift is 12 hours length.
The assignment of workers to shifts and their abilities were predefined. The
input parameters of the model are as follows:

• Production plan for the period is indicated in Table 2:

Table 2. Production plan

Product type Quantity [pcs]
1607 910
0601 140
159A 238
1626 420
06A8 126
15A7 70
1257 714

• Time period of the study, sequence of shifts. The production plan is
evenly distributed among the shifts based on the number of shifts (with
rounding).

• Type and usage of employee skills:
– using theoretical operator skills: disregarding the production capa-

bilities of the operators, each operator can produce each product
type within 100% of standard time.

– using average operator skills: the operating time can be calculated
from the norm time and the average ability of the worker.

• KPIs in the system:
– number of products produced

– remaining free production capacity in time (remaining time is the
sum of the remaining times at the end of the shifts when new prod-
ucts are not produced).
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Results for the two investigated scenarios (theoretical and average operator
skills) are summarized in Table 3.

Table 3. Comparison of simulation run results

Theoretical skills Average skills

Planned quantity [pcs] 2618 2618

Produced quantity[pcs] 2562 2525

Remaining time [min] 835 339

Table 3 indicates that the produced quantity is less than the planned quan-
tity even if the workers perform with the maximum theoretical production
performance. If the simulation runs with average capabilities, the amount
produced is decreased because workers are unable to perform operations dur-
ing norm time. Although this increases the turnaround time of the products,
the system has time reserves in both cases. In some cases, the production plan
for a shift was fulfilled before the end of the shift. Operators are waiting until
the end of the shift in such cases. The time reserve of a shift is defined as the
amount of time remaining (free production capacity in time): the difference in
the useable time of the shift and the time required to complete the production
plan. Analysing quantities produced per shifts (Fig. 3) and free capacities in
time (Fig. 4) show that some shifts are overloaded (4, 6, 11, 13), its workers
are unable to meet the requirements in the production plan.

Figure 3. Quantities produced in shifts
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Figure 4. Remaining time distribution in shifts

4. The new heuristic method of the developed Production Plan
Optimization (PPO) module

Based on Fig. 3 and Fig. 4 a production plan optimization (PPO) module was
developed and implemented in Plant Simulation environment to increase the
number of products produced. This PPO module creates an initial production
plan based on an even distribution of the products to be produced in shifts.
After simulation of the initial solution, an iterative re-planning phase starts. A
new heuristic load-balancing method assigns the unmanufactured products to
suitable shifts, in which there is available free production capacity (remaining
time) and the active employees can perform the additional loads.

The aim of PPO is to achieve an improved production plan that results
excellent performance indicators by modifying the evenly distributed loads of
shifts and taking employee skills into account. The highly simplified algorithm
of the PPO module is shown in Fig. 5 In the preparatory (iteration 0) step, the
module evenly distributes the specified production plan among all shifts. Then
it runs the simulation and evaluates the performance indicators. If there are
unmanufactured products, these are assigned to the first suitable shift in which
there is free production capacity (remaining time) and workers can produce
these product types.
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Figure 5. Flowchart of the iterative search algorithm of PPO module

The simulation is run again with the modified production plans, and the
performance indicators are evaluated. This iterative process is repeated if
there are unmanufactured products and there is free production capacity (re-
maining time) in the production system, or the number of iterations reached
the maximum value. The algorithm can improve the system’s performance
even with a small number of iterations (Fig. 6). The number of pieces pro-
duced increased from 2,525 to 2,609, which indicates the better use of available
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time base of the production system. This is also shown by the decrease in the
free time capacity of the system: from 393 minutes to 85 minutes.

Figure 6. PPO module iteration steps

The result of the iterative improving (re-planning) algorithm is a detailed
production plan that specifies the numbers of pieces of the product types to
be produced in each shift. As an illustrative example for the investigated case
study, the detailed production plan is indicated in Table 4.

Table 4. Number of pieces produced in shifts

Shift types 1.A 2.B 3.D 4.C 5.D 6.C 7.B 8.A 9.B 10.A 11.C 12.D 13.C 14.D

1607 69 68 67 56 68 56 70 68 70 66 57 68 56 71

0601 10 11 11 9 10 9 10 10 11 10 9 11 9 10

159A 18 19 17 15 18 15 18 17 18 18 15 17 15 18

1626 30 33 32 26 31 27 32 30 32 31 27 30 27 32

06A8 9 10 10 8 9 8 10 9 9 9 8 10 8 9

15A7 6 5 5 4 5 4 6 6 5 5 4 5 4 6

1257 53 54 53 44 54 43 55 54 55 52 43 54 44 56

Even distri-
bution

187 187 187 187 187 187 187 187 187 187 187 187 187 187

PPO module 195 200 195 162 195 162 201 194 200 191 163 195 163 202

The implemented heuristic algorithm reduced the number of pieces to be
produced in some shifts, while it was increased in other shifts. Type C shift
workers appeared in the system as bottlenecks. Their low production capabil-
ity worsened the productivity of the shift.
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5. Summary and further development

In this paper, a special model of a flexible production system was presented,
where human resources, production efficiency and employee skills play key
roles to achieve the maximum productivity that can be expected from the
production system. This direction of modelling and development is necessary
because the human factor also has a strong influence on the performance of
the flexible production process. In conclusion, the human factor must be inte-
grated into the models and methods of organization, planning and scheduling
of production to achieve the desired effect of the planned changes that aimed
to increase the efficiency.

For this purpose, a digital simulation model was developed, which is suit-
able for considering the impact of the human factor at the levels of production
planning, scheduling and control. A new heuristic algorithm was used, which
increases the performance of the production system by improving the produc-
tion plan for each shift. Even better results may be reached with optimizing
the production sequence by using a novel strategy to assign dynamically the
workpieces to the workers. This strategy can be put into practice if the con-
trol system supports each worker to select the workpiece that best suits his
production ability and takes the product types already in production into ac-
count to reduce waiting times at workstations. This concept can be ensured
by maximizing the heterogeneity of the product types produced at same time.
It is recommended that the worker should choose a product type that few
workers can produce. It is preferred that the control system also considers the
production capability of all the other workers in order to effectively manage
the dynamic manufacturing processes.

This proposed approach ensures the continuous work of the workers and
increases the number of pieces produced.

In the future, several additional considerations must be taken in order to de-
termine automatically quasi-optimal shift-level production sequences. We are
developing a multi-objective priority-based rescheduling algorithm to extend
the presented simulation model and solutions.
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Abstract. Given the increasing number of students who attend tradi-
tional and non-traditional classes that deploy internet-based educational
resources and environments, large volumes of data are being generated
on a daily basis. As a result, more researchers are now working with
Educational Data Mining (EDM) methods to understand learning pro-
cesses and behaviors of learners. The problem that led to this research
is the need to make use of unused data that is collected during education
and learning processes by gaining insights in order to support students in
regards to their academic performance and in taking actions to prevent
or warn students from failure. The main focus of this research is on how
EDM can support student learning in regards to student academic per-
formance, engagement, and intervention. The research mainly addresses
the appropriate EDM methods used to predict student academic perfor-
mance. Modeling and evaluation of several classifiers were conducted.
As a result, Random Forest classifier has been chosen as the best model
to be deployed in an interactive R Shiny application.

Keywords: educational data mining, academic performance prediction,
classification

1. Introduction

Due to the growing use of educational resources and technologies, educational
data are being generated in huge amounts on a daily basis. Data-driven deci-
sion making (DDDM) refers to the systematic processes of collection, analysis,
and interpretation of data to help in decision making [1]. Educational data
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can be used in DDDM at different educational levels to achieve effective edu-
cational data decision making. DDDM for educational data can be related to
educational resources, and human resources decisions.

Data-Driven Education enables institutions to leverage educational data to get
insights about teaching-learning process and to make data-driven educational
decisions based on student needs [2]. DDDM includes exploiting available
data, such as the kind offered in virtual learning environments or Learning
Management Systems (LMS), to make teaching decisions [3, 4]. Values un-
derlying educational data mining are to analyze student learning data and its
contexts in order to better understand and personalize student learning expe-
riences [5, 6].

According to [7], Data Mining (DM) is a computerized information system
dedicated to handle large amounts of data, produce information, and discover
hidden patterns. The demand on using DM in educational settings led to the
establishment of Educational Data Mining (EDM) as a new field of knowledge
and line of research [8]. The growing acceptance of the emergent field, EDM,
is due to its ability to elicit valuable insights from data for either students
or staff [9]. The authors in [10] define EDM as a multidisciplinary field of
study that combines skills and knowledge from machine learning, statistics,
DM, psychology, information retrieval, cognitive science, and recommender
systems techniques to support resolving issues related to education.

The main reason for the late emergence of data mining in education, compared
to all other fields, was that the availability of large educational datasets in
machine readable formats emerged later in education [11].

2. Educational Data Mining Methods and Applications

2.1. Regression Techniques

There is a number of regression algorithms such as: Single Linear Regression,
and Multiple Linear Regression. The regression technique is used to predict
values and it has been applied in education domain to: predict students’
grades [12], and predict academic GPA of graduated student [13].

2.2. Classification Techniques

There is a number of classification algorithms such as: Decision Trees, Neu-
ral Networks, Logistic Regression, and Nave Bayes classifiers. Classification
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techniques have been applied in education domain to: analyze the academic
performance of undergraduate students [14], assess how effective EDM tech-
niques are for students early prediction failure [15], and develop a model to
prevent academic dropout [16].

2.3. Clustering Techniques

There are different clustering algorithms such as: K-Means and Expectation
Maximization. Clustering techniques have been applied in education domain
to: generate a model for student dropout by exploring student categories and
characteristics [17], group university students into careers by analyzing their
performance and outcomes of the self-evaluation test beginning from their first
year [18], associate students and teachers [19], and group competent students
of an educational institution in regards to their skills and abilities [20].

2.4. Association Rules Techniques

The association rule mining techniques are applied to identify associations or
dependencies between attributes in the datasets [21]. Association Rules have
been applied in education domain to: propose a quantifiable measure that
shows degradation in regard to students expected performance [22], analyze
students’ performance based on real time patterns in students’ data [23], in-
vestigate on association between self-esteem and performance of students [24],
and discover the impact of teaching on improving how student performs [9].

2.5. Social Network Analysis and Visualization Techniques

Social Network Analysis (SNA) and Visualization can reduce the size of the
datasets and their complexity in case they are multidimensional datasets. SNA
and visualization have been applied in education domain to: introduce a model
based on visual analytics, and learning analytics, in addition to a tool, to per-
form confirmatory and exploratory data analysis through interaction between
information gathered [25], process the interaction networks of students in a
forum [26], and check the progress of online collaborative learning and provide
informed interventions when needed [27].

2.6. Process Mining Techniques

Process Mining techniques are used to deal with log files and events and they
have been applied in education domain to: analyze events flow logs in an adap-
tive learning model [28, 29], and provide feedback on the basis of behavioral
data [30].
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2.7. Text Mining Techniques

Text Mining techniques are used to deal with unstructured data by capturing
key terms and uncover hidden patterns. Text Mining techniques have been ap-
plied in education domain to: analyze students’ online interaction via online
questions and chat messages [31], extract knowledge from students’ evalua-
tion comments that help instructors and administrators obtain understanding
of student sentiments and views [32], and rate educational institute faculty
members based on the feedback submitted by students [33].

2.8. Outlier Detection Techniques

Outlier Detection is used to check whether there is any deviation in any obser-
vation away from all other observations using data mining algorithms based
on association, classification, clustering, visualization, or statistics-based ap-
proach. It has been used in education domain to: discover any anomaly or
abnormal observations [34, 35], and predict dropouts by clustering outlier data
with unsupervised learning [36].

2.9. Student Academic Performance Prediction

Student academic performance prediction has been an important research
topic for years since students and institutions can benefit from discovering
patterns and insights hidden within learning data. Institutions can benefit
from it by improving the effectiveness of academic facilities available to their
students in order to increase the rates of students who are successful in com-
pleting their programs or courses of study. Furthermore, findings can be used
to deliver solutions, suggestions, or advices to students to enhance how they
perform in the future.

A review of literature on the methods used for student academic performance
prediction was conducted. The search focused on Scopus, IEEE, Google
Scholar, and ACM for years 2009 to 2019. The number of relevant articles
used for the synthesis, after excluding the articles that did not describe the
data sets attributes or methods used, is 157 articles.

Table 1 shows some statistics related to the modeling techniques that have
been used in the studies related to performance prediction. It is shown that the
mostly used classification modeling techniques are: Decision Trees, Bayesian-
Based, Neural Networks, Support Vector Machines, Ensemble Methods, K-
Nearest Neighbor, and Logistic Regression, respectively.
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Table 1. Statistics of modeling techniques used

Modeling Technique Count Percentage
Decision Trees 79 50.3 %
Bayesian-based 65 41.4 %
Neural Networks 43 27.4 %
Support Vector Machines 34 21.7 %
Linear Regression 34 21.7 %
Ensemble Methods 29 18.5 %
K-Nearest Neighbor 24 15.3 %
Logistic Regression 22 14.0 %
Others (Hybrid, optimization, statistical, ..etc.) 12 7.6 %
Rule Induction 9 5.7 %

3. Research Methodology

3.1. Research Objectives and Research Questions

The research question (RQ) for each research objective (RO) is explained as
follows:
RO1. To investigate the appropriate educational data mining methods used
in predicting student academic performance.
RQ1. What are the appropriate techniques that are used to predict student
academic performance?
RO2. To apply educational data mining methods to support academic inter-
vention.
RQ2. How can educational data mining be used to support academic inter-
vention?

3.2. Data Collection and Preparation

A quantitative dataset [37] has been chosen based on the literature review con-
ducted to get answers for research questions. The significance of this dataset
is due to adopting student behavioral features with academic data during the
learning process.

The dataset used was collected from a multi-agent Learning Management Sys-
tem (LMS) called Kalboard 360 using Experience API (xAPI) web service [37].

An activity tracker tool called experience API (xAPI) was used to track learn-
ers. The dataset shown in Table 2 consists of 480 student records and 16
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Table 2. Student academic performance dataset description

Category Feature Data Type Description

Demographical Information

Nationality Nominal Student Nationality

Gender Nominal Student Gender (female or male)

Place of Birth Nominal Student Place of Birth (Jordan, Kuwait,
Lebanon, Saudi Arabia, Iran, USA)

Parent Responsible Nominal Student Parent (father or mum)

Academic Information

Educational Stages Nominal Stage student belongs such as
(School Levels) (primary, middle and high school levels)

Grade Levels Nominal Student Grade (G-01 → G-12)

Section ID Nominal Student Classroom (A, B, C)

Semester Nominal School Year Semester (First or Second)

Topic Nominal Course Topic or Subject
(Math, English, IT, Arabic, Science, Quran)

Student Absence Days Nominal Student Days of Absence (Above-7, Under-7)

Parents Participation Parent Answering Survey Nominal Parent Answering School Surveys or Not.

in Learning Process Parent School Satisfaction Nominal Parent Satisfaction Degree about School
(Good, Bad)

Behavioral Information

Discussion Groups Numerical

Student Behavioral InteractionVisited Resources Numerical

with E-Learning System.Raised Hand on Class Numerical

Viewing Announcements Numerical

Target Student Mark Ordinal
L: Low-Level values from 0 to 69.
M: Middle-Level values from 70 to 89.
H: High-Level values from 90-100.

features in addition to the target variable which represents student academic
performance. The 16 features are grouped into four categories: features that
constitute Demographic Information, features that constitute Academic In-
formation, features that constitute Parents Participation in Learning Process
Information, and features that constitute Behavioral Information.

3.2.1. Data Preprocessing

Checking missing values, renaming some attributes, data type conversion of
some attributes to factors, and correcting some misspelled country names by
using the standard names were required to prepare data for the next steps.

3.2.2. Feature Selection

Feature Selection is the process used for selecting those dataset features that
will contribute most to the prediction task. Correlation matrix and recursive
selection are used for this purpose.
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1. Correlation Matrix: Figure 1 shows the output for feature selection
based on correlation matrix setting with a cutoff 0.75 for highly cor-
related attributes. It is clear that there are no two features correlated
with at least 0.75 to be considered highly correlated.

2. Recursive Selection: Recursive Feature Elimination (RFE) method is
used to identify the features that can be eliminated without affecting the
accuracy of classification models. Figure 2 and Figure 3 show the result
of performing REF on the features of the data set. Based on the result
of performing REF on the features of the data set, it is possible to either
keep or remove semester feature from the data set. Consequently, it is
kept for the further phases in modeling. As a result, the 16 features will
be used to build models for predicting student academic performance.

Figure 1. Correlation matrix result

Figure 2. Recursive feature elimination performed on the data set
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Figure 3. Accuracy based on importance of features in modeling classifiers

3.3. Modeling

The classification techniques used are: Decision Trees, Naive Bayes, K-Nearest
Neighbors, Support Vector Machines, Logistic Regression, Ensemble Methods
(Random Forest), and Neural Networks.

3.3.1. K-Nearest Neighbor (KNN)

It is a non-parametric, instance-based supervised learning algorithm, and easy
to implement and understand but computationally expensive. KNN algorithm
works as follows:

1. Choose K as the number of neighbors.
2. Select the K nearest neighbors of the unknown data point based on

their Euclidean distances (Or other distance measure if the points are
categories) from that unknown data point.

3. From the selected K neighbors, compute the number of data points in
each category.

4. Allocate the new data to the category that has the largest count of
neighbors among other categories.

3.3.2. Decision Tree (DT)

It is a supervised learning algorithm and It works for both continuous and
categorical data. It splits the nodes based on all features then selects the
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appropriate split using some criteria such as Gini index, Information Gain,
and Variance. DT algorithm works as follows:

1. Place all training examples at the root node.
2. Categorize the data set attributes.
3. Split examples based on specific selected attributes.
4. Select test attributes based on a specific measure like statistics or heuris-

tic.
5. Stop when: all examples being members of the same class, no attributes

left for partitioning, or no examples left for classification.

3.3.3. Support Vector Machines (SVM)

They are supervised learning algorithms that can be used for both classification
and regression problems. SVM algorithm works in the following steps:

1. Plot each data point in an m-dimensional space where m represents the
number of attributes in the dataset.

2. Perform classification by trying to find the suitable hyperplane that
separates the classes.

3.3.4. Logistic Regression (LR)

It is a supervised learning algorithm that can be used for binary classification
but can deal with multi-class classification problems as well by using one-vs-
all principle. A logistic function called sigmoid function is used to map the
outputs to probabilities. One-vs-all classification is performed by training M
distinct binary classifiers in which each trained binary classifier can recognize
a particular class. Consequently, those M classifiers are combined together to
be used for multi-class classification.

3.3.5. Random Forest (RF)

It is an ensemble decision tree that creates and combines many decision trees.
Creating and combining many decision trees allow weak decision trees on their
own to be used in order to create a stronger decision tree with better accuracy.
It is called random because the attributes are chosen randomly during model
building and training. Furthermore, it is called forest because it takes outputs
of many decision trees to create a better decision tree. RF algorithm works in
the following steps:

1. Choose n samples randomly from the training set.
2. Grow a decision tree from the chosen sample by selecting a number of

features randomly.
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3. Split the node based on a chosen feature which has the highest infor-
mation gain.

4. Repeat the previous steps K times (K represents the number of trees to
be created).

5. Aggregate the trees and then choose the majority class based on voting.

3.3.6. Nave Bayes (NB)

It is a Bayes theorem-based supervised learning algorithm. It is called nave
because it assumes that an attribute is independent in terms of probability to
happen from all other features. NB formula is shown as follows:

P (C|f) =
P (f |C)P (C)

P (f)
= P (f1|C)× P (f2|C)× ...× P (fn|C)× P (C) (3.1)

Where C is the class and fi is any feature.

3.3.7. Neural Networks (NN)

They are machine learning algorithms that are built based on the human
brain. They can be used for multi-class classification problems by considering
one-vs-all principle. An activation function is used to take a number of inputs
to produce an output. Assume there are M classes, one-vs-all classification is
performed by training M distinct binary classifiers in which each trained binary
classifier can recognize a specific class. Consequently, those M classifiers work
together to be used for multi-class classification.

3.4. Evaluation

A decision on the adoption of the EDM outcomes should be delivered based
on the evaluation phase. The Confusion matrix will be used for calculating
the correctness and accuracy of the model.

Since target variable classes are nearly balanced, accuracy will be used as a
performance metric to compare the models. The Confusion matrix is an easy
and intuitive metric used for finding the correctness and accuracy of the model.
It is used for classification problems where the output would be of two or more
types of classes. Some Terminology and derivations from a confusion matrix
are shown as follow:

1. True Positive (TP): Cases that are TRUE and predicted correctly as
TRUE.
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2. True Negative (TN): Cases that are FALSE and predicted correctly as
FALSE.

3. False Positive (FP): Cases that are FALSE but predicted incorrectly as
TRUE (known as ”Type I error”).

4. False Negative (FN): Cases that are TRUE but predicted incorrectly as
FALSE (known as ”Type II error”)

Accuracy is a metric for evaluating classification models and it refers to the
percentage of predictions that happen to be right. Based on the contents of
the confusion matrix it is possible to extract the accuracy of the model as
shown in following formula:

Accuracy =
TP + TN

TP + FN + FP + TN
(3.2)

The research tools need to verify the reliability and validity. In quantitative
research, enhancing and verifying of experiments are achieved through mea-
surement of the validity and reliability [38]. To make sure that the study is
reliable and valid, the experiments conducted using 10-fold cross validation
repeated for 10 times.

Figure 4 shows the final result as a comparison based on the accuracy of each
classifier. Random Forest (RF) implemented using the Caret package shows
the best performance with 85% accuracy.

Figure 4. Accuracy measure of each classifier

4. Discussion

4.1. Deployment

Deployment phase includes the outputs of the experiments as explained in
Modeling and it shows a deployment of the best model, found during modeling
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Figure 5. Interactive web application using r shiny part 1

and evaluation phase, in interactive web application using R Shiny package.
Figure 5 and Figure 6 show the user interface of the Shiny web application
developed to deploy the predictive model.

4.2. Findings

The final predictive model built using random forest revealed some interesting
findings which are listed as follows:

1. Based on the literature review conducted, seven classifiers are chosen
to model the dataset: Decision Trees, Nave Bayes, K-Nearest Neigh-
bors, Support Vector Machines, Logistic Regression, Random Forest,
and Neural Networks.

2. The best model in regards to accuracy is the one built with Random
Forest using the Caret package.

3. The best model is deployed into an interactive R Shiny application.
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4.3. Fulfilment of Research Objectives

RO1. Investigating the appropriate educational data mining methods used
in predicting student academic performance has been achieved by describing
the techniques of educational data mining first, then exploring educational
data mining techniques used in predicting student academic performance in
depth as discussed in Section 2. Educational Data Mining techniques explored
are regression, classification, clustering, association rules, social network anal-
ysis and visualization, process mining, text mining, and outlier detection.
A synthesis of literature related to the appropriate educational data mining
techniques relevant to student academic performance prediction shows that
there are two relevant educational data mining techniques which are regres-
sion (Linear Regression) and classification (Decision Trees, Bayesian-Based,
Neural Networks, Support Vector Machines, Ensemble Methods, K-Nearest
Neighbor, and Logistic Regression).

Figure 6. Interactive web application using r shiny part 2
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RO2. To apply educational data mining methods to support academic inter-
vention by applying the relevant educational data mining classification tech-
niques explained in the synthesis of the literature review performed in Section 2
on an appropriate dataset and building a model using R Shiny to gain insights
from learning data in order to support students in regards to their academic
performance and in taking actions to prevent or warn students from failure
which leads to grade improvement that in turn will drive the overall degree
success as discussed in Sections 3.2, 3.3, 3.4, and 4.1.

5. Conclusion

5.1. Summary

Mining educational data is far from conclusive, yet it has been evolving and
growing continuously. Using the appropriate tools and the research lines in
this area are not only going to help students and instructors but also the
other stakeholders/users and that impact has been extended to parents, soci-
ety, and the public in general. The main focus of this research is on how EDM
can support student learning in regards to student academic performance, en-
gagement, and intervention through predicting the academic performance of
students.

Student academic performance prediction has been a research topic of a signif-
icant value for many years because students and institutions can gain findings
and insights uncovered from learning data. Institutions can gain from it by
trying to enhance the quality of academic services and resources made available
to their students in order to increase the rates of students who can progress
with their study and be successful in completing their programs or courses of
study. In addition, findings or insights can be deployed to deliver solutions,
suggestions, or advices to students in order to improve their performance in
the future.

5.2. Future Work

Since random forest has been the best model implemented and it gave an
accuracy of 85%, it would be advisable to try adopting advanced methods for
classification models like genetic algorithms and see if they can further improve
the accuracy/performance of the model. Furthermore, with new data added,
models can be tested again and see if there is any improvement in accuracy.
Once a model has shown better performance, it is easy to adopt and use it for
deployment on Shiny and Azure Machine Learning Studio.
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Abstract. Automatic question generation techniques emerged as a so-
lution to the challenges facing test developers in the development of
smart e-tutoring systems. The current challenge in selecting the avail-
able developer tools is depend on several aspects, including the kind and
source of text, where the level, formal or informal, may influence the
performance of such tools. This tool, popular packages for NLP: NLTK,
spaCy, TextBlob, and CoreNLP.
Our experiences show that spaCy is several times faster than others in
tokenization, tagging and parsing. It has also the best feature set of
neural network models and of entity recognition methods. Based on our
test results spaCy would be an optimal choice for the implementation of
template based automatic question generation. The downside of spaCy
is the limited number of supported languages. The choice which NLP
package to choose depends on the specific problem you have to solve.

Keywords: Python, NLP Frameworks, Template Based Question Gen-
eration, spaCy, NLP

1. Introduction

Natural Language Processing (NLP) is a subfield of linguistics, computer sci-
ence, and artificial intelligence concerned with the interactions between com-
puters and human, in particular how to program computers to process and
analyze large amounts of natural language data. It mainly concerns about
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teaching machines how to understand human languages and extract meaning
from text [1].

Natural language processing is a computer process that requires superior
knowledge of mathematics, machine learning, and linguistics. Now, devel-
opers can use ready-made tools that simplify text preprocessing so that they
can concentrate on building machine learning models [1]. Google, Amazon, or
Facebook are pouring millions of dollars into NLP line of research to power
their chatbots, virtual assistants, recommendation engines, and other solu-
tions powered by machine learning. NLP relies on advanced computational
skills, developers would like to use the best available tools for creating services
that can handle natural languages.

There are many things about Python that make it a really good programming
language choice for an NLP projects. The simple syntax and transparent se-
mantics of this language make it an excellent choice for complex projects like
NLP tasks. Moreover, developers can enjoy excellent support for integration
with other languages and tools that come in handy for techniques like machine
learning.

Python provides developers with an extensive collection of NLP tools and li-
braries that enable developers to handle a great number of NLP-related tasks
such as document classification, topic modeling, part-of-speech (POS) tag-
ging, word vectors, and sentiment analysis. AQG is characterized as the task
of generating syntactically sound, semantically correct, and appropriate ques-
tions from multiple input formats such as text, a structured database, or a
knowledge base.

Asking assessment questions is an essential feature of advanced learning tech-
nologies such as smart tutoring systems, game-based learning environments
and inquiry-based environments [2]. A general human technique for generat-
ing questions is to thoroughly read the article setting up an internal model
of information and then generating questions accordingly. In the case of au-
tomated question generation (AQG) the engine generates the questions auto-
matically from the available text documents. Many AQG systems are used in
educational applications, such as skill development assessment and knowledge
assessment. In the Extended ITS Architecture [3] the question generation
module is using intuitionistic logic for evaluation of the generated questions.
The field of AQG is an important research area that can be useful in intelligent
tutoring systems, dialog systems, educational technology, educational games,
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e.t.c [4].

The main goal of the study is to compare, to test and to analyze different
available Python based NLP frameworks for template based question gener-
ation. Template-based QG is a baseline which utilizes templates created by
experts of human extracted from training set and then generates questions by
filling the particular templates with certain topic entities.

2. Extensions of the article Evaluation of Python-based NLP
Frameworks

2.1. Question Generation from Databases

One approach for AQG is to use a database, like relational database for the
input source. The relational database [6] has the benefit that it contains a
strict structure to store information and data. This structure enables to de-
termine the meaning, semantic role of the different data items. In this case,
the schema may refer to the different semantic components using references
to the column names. On the other hand, to generate the NL sentences, the
framework requires an NLP module to transform the lemma forms into the
corresponding inflected forms.

The formal model of the database oriented AQG system can be given as fol-
lows.

• D : {T1, T1, ..., Tn}: input database
• Ti : Ti(mi1,mi2, ....,mim) : table schema containing columns
• S : {(Si, Qi)} : set of QA schemas
• Si = w1, w2, ..., wm : query schema, where wi denotes either a NL word

or a reference to a table column of the form Ti.mj

• Qi : select ...from ...where ..., the SQL query to yield the answer, where
the SQL query can contain references to the symbol parameters used in
the query schema.

For the tests, we have implemented a background database in sqlite. The
database schema contains the following tables.

In Table 1, we can find examples for the generated QA schema with references
to the implemented database. To implement this system we have used SQLite
tools to create a relational database and python for template-based question
answering systems.

56



57 Walelign Tewabe Sewunetie and László Kovács

Figure 1. Restaurant food ingredient database schema

No Question/Query Template Sample
1 S: What is the active ingredient in

@food.name? Q: Select i.ing name
From ingredient i inner join
food ingredient g on i.ingredient id
= g.ingredient id inner join food
f on f.food.id = g.food id where
f.name = @food.name

S: What is the active ingre-
dient in potato? A: vitamin
C, potassium, phosphorus and
magnesium

2 S: What is the price of @food.name?
Q: select price from food where
name = @food.name

S: What is the price of potato?
A: 20

3 S: What is the category of
@food.name? Q: select cate-
gory from food where name =
@food.name

S: What is the category of or-
ange? A: fruit

4 S: What kind of food have in-
gredient @ing.name? Q: Select
f.name From ingredient i inner join
food ingredient g on i.ingredient id
= g.ingredient id inner join food f on
f.food.id = g.food id where i.name
= @ing.name

S: What vegetable have
more protein? A: Edamame,
Lentils

Table 1. Sample question templates with answers

As the examples show the accuracy of database oriented question generation
is very high but it needs to create a template for all possible ways of ques-
tions. Thus, in case of large domain it is more challenging and time taking to
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construct all the required templates. In future, we will extend this work for
automatized schema generation for databases. Here below is a sample python
code that we have used for a template-based question answering system with
database support.

Rules = [("What is the active ingredient in @food.name",

"Select i.ing_name From ingredient i inner join

food_ingredient g on i.ingredient_id = g.ingredient_id

inner join food f on f.food.id = g.food_id where f.name

= @food.name"),

("What is the price of @food.name","select price from

food where name = ’@food.name’")

]

def qa_process (qid):

conn = sqlite3.connect(’../Python_Cube/aqgtest’)

cur = conn.cursor()

qid = 1

qry = Rules[qid][0]

qrys = qry.split("@")

qrys2 = qrys[1].split(" ")[0]

qryss = qrys2.split(".")

sql = "select " + qryss[1] + " from " + qryss[0]

result = conn.execute(sql);

for rec in result:

break

qtext = qry.replace("@"+qrys2,rec[0])+"?"

#print ("Q:", qtext)

qry = Rules[qid][1]

sql = qry.replace ("@"+qrys2,rec[0])

#print (sql)

result = conn.execute(sql);

for rec in result:

break

atext = str(rec[0])

#print ("A:", atext)

return (qtext,atext)
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2.2. Question Generation from Free Text

NLP plays a critical role in many intelligent applications such as automated
chat bots, article summarizers, multi-lingual translation and opinion iden-
tification from data. Every industry which exploits NLP to make sense of
unstructured text data, not just demands accuracy, but also swiftness in ob-
taining results [11]. Some of the tasks in NLP are text classification, entity
detection, machine translation, question answering, and concept identification.
Python is a top developing software that can handle natural languages in the
context of artificial intelligence. For the implementation of Template Based
Question Generation the researchers’ analyzed different python based NLP
frameworks.

In a research work Nguyen-thinh le et al [6] use extracted key concepts to gen-
erate questions and determine the types of questions to be generated. They use
the domains of energy and economy topic to select the sentences and question.
The author presents nouns and noun phrases first extracted from a discussion
topic and replace by X placeholder. The template displayed in Table 1 shows
that question templates are filled with the noun phrase “nuclear energy” and
result in some questions. As we have seen on the template below questions
are more dependent on domain and topic.

The authors used an improved NER spaCy which is capable of labeling more
entity types, including money, dates/times, etc to generate questions contain-
ing the question word Why, How much, to what extent etc, [8].

In the work [8] the template creation focuses on the events (actions, happen-
ings) and existents (characters, settings). The questions in the templates ask
about the subject, the predicate, and the object of the events and existents.
After removal the errors, they created 19 improved templates under 6 cate-
gories that are included in the system [8].

In David’s [9] thesis report he explored semantics-based templates that uses
Semantic Role Labeling (SRL) in conjunction with generic and domain-specific
scope for self-directed learning. According to his report the questions that are
generated are not answerable from the original sentence, they were judged an-
swerable from the source document in our evaluation. The ability to generate
questions that require the learner to consult other parts of the text is due to
the flexibility of the templates.

In this study the authors have used spaCy libraries for POS tagging and
this information is used to identify the potential content for the template of



Evaluation of Python Based NLP Frameworks for Template Based
Automatic Question Generation

Type Question
Definition What is @X? What do you have in mind when

you think about @X? What does @X remind you
of?

Feature/Property What are the properties of @X? What are the
(opposite)-problems of @X? What features does
@X have?

Example What is an example of @X
Verification Is there any problem with the arguments about

@X?
Judgment What do you like when you think of or hear

about @X
Interpretation How can @X be used today?
Expectation How will @X be in the future, based on the way

it is now?
Quantification How many sub-topics did you partners talk

about? Which sub-topics do you partners focus
on?

Concept Comparison What is the difference or relations between these
sub-topics?

Table 2. Question Templates Proposed for AQG [6]

As recently as 12,500 years ago, the Earth was in the midst of a glacial
age referred to as the Last Ice Age.
T: How would you describe [A2-Ipp misc]?
Q: How would you describe the Last Ice Age?
T: Summarize the influence of [A1-lp !comma !nv] on the environment.
Q: Summarize the influence of a glacial age on the environment.
T: What caused [A2-Ipp nv misc]? ## [A0 null]
Q: What caused the Last Ice Age?

Table 3. Sample templates and questions [9]

questions [10]. A part of the speech tagger are used to encode necessary infor-
mation. In order to decide the type of questions that can be produced from
this sentence, verb, object and preposition will be categorized on the basis of
the subject.
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3. Comparative analysis of NLP Libraries in Python for Template
Based Question Generation

The most common tools and libraries that created to solve NLP problems
are Natural Language Toolkit (NLTK), spaCy, TextBlob, and CoreNLP. The
NLTK , for English written in the Python programming language, is a suite
of libraries and programs for symbolic and statistical NLP [13]. It can include
various datasets in multiple languages that can be deployed depending on the
features you need. Stanford CoreNLP is a community that created core NLP
components such as Tokenization, Sentence Recognition, POS Tagging, NER,
Entity Linking and Training Annotation, etc [14]. The most distinctive char-
acteristic of the Stanford NLP Group is its successful integration of advanced
and deep linguistic modeling and data processing with innovative probabilis-
tic approaches to NLP, machine learning, and deep learning. The comparison
of the features offered by spaCy, NLTK, TextBlob and Stanford CoreNLP in
table 4 shows that spaCy is an advanced modern NLP library. spaCy have
pre-trained NLP models capable of performing the most common NLP tasks,
such as tokenization, POS tagging, NER recognition, lemmatization and word
vector transformation [15]. TextBlob is a Python library which offers a simple
API for accessing its methods and carrying out basic NLP tasks. It offers a
simple API for diving into specific NLP tasks such as part-of - speech tag-
ging, extraction of the noun phrase, interpretation of emotions, classification,
translation and more [16].

Table 5 shows the comparison of per-document processing time of various
spaCy functionalities against other NLP libraries. We show both absolute
timings (ms) and relative performance (normalized) to spaCy [17].

Reviewed papers confirmed that spaCy offers the fastest syntactic parser in
the world and that its accuracy is within 1% of the best available. The few
systems that are more accurate are 20x slower or more [17].

Spacy is very powerful and industrial strength package for almost all natural
language processing tasks. The following figure shows the comparison of spaCy
with CoreNLP and NLTK based on accuracy for entity extraction.
Spacy consists of a fast entity recognition model which is capable of identifying
entity phrases from the document. Entities can be of different types, such as
person, location, organization, dates, numerals, etc. These entities can be
accessed through “.ents” property. According to the research work [18] and
we have also observe that spaCy is easy to use, provides the best overall
performance compared to Stanford CoreNLP Suite, Google’s SyntaxNet, and
NLTK Python library.
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Feature spaCy NLTK Stanford
CoreNLP

TextBlob

Programming Language X
Easy Installation X X X
Neural Network Models X X
Integrated word vectors X
Multi language support X X X
Tokenization X X X
Part of Speech Tagging X X X
Sentence segmentation X X
Dependency parsing X X X
Entity recognition X X
Stemming X X X
Lemmatization X X X
Table 4. Comparison of the functionalities offered by spaCy, NLTK,
TextBlob and Stanford CoreNLP

System Tokenize Tagging Parsing Tokenize Tag Parse
spaCy 0.2 ms 1 ms 19 ms 1x 1x 1x
coreNLP 018 ms 10 ms 49 ms 0.9x 10x 2.6x
ZPar 1 ms 8 ms 850 ms 5x 8x 44.7x
NLTK 4 ms 443 ms n/a 20x 443x n/a
Table 5. Compare the per-document processing time of various
spaCy functionalities against other NLP libraries

Figure 2. Accuracy for entity extraction

One of the most powerful feature of spacy is the extremely fast and accurate
syntactic dependency parser which can be accessed via lightweight API. The
parser can also be used for sentence boundary detection and phrase chunking.
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The relations can be accessed by the properties “.children”, “.root”, “.ances-
tor” etc[12].

4. Feature Level Comparison

The two significant libraries used in NLP are NLTK and spaCy. There are
substantial differences between them, which are as follows: NLTK provides a
plethora of algorithms to choose from for a particular problem which is boon
for a researcher but a bane for a developer. Whereas, spaCy keeps the best
algorithm for a problem in its toolkit and keep it updated as state of the art
improves.

NLTK is a string processing library and it takes strings as input and returns
strings or lists of strings as output. Whereas, spaCy uses object-oriented
approach. When we parse a text, spaCy returns document object whose words
and sentences are objects themselves. spaCy has support for word vectors
whereas NLTK does not. As spaCy uses the latest and best algorithms, its
performance is usually good as compared to NLTK. As we can see below, in
word tokenization and POS-tagging spaCy performs better, but in sentence
tokenization, NLTK outperforms spaCy. Its poor performance in sentence
tokenization is a result of differing approaches: NLTK attempts to split the
text into sentences. In contrast, spaCy constructs a syntactic tree for each
sentence, a more robust method that yields much more information about the
text.

Figure 3. Number of features offered by spaCy, NLTK, Stanford
CoreNLP and TextBlob

The most popular NLP tools available in Python, spaCy supports 9 features
out of 10. In our observation spaCy have fast processing speed in 3 major key
functionalities Tokenization, POS Tagging, Entity Extraction.

SpaCy, on the other hand, is the way to go for app developers. While NLTK
provides access to many algorithms to get something done, spaCy provides
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the best way to do it. It provides the fastest and most accurate syntactic
analysis of any NLP library released to date. It also offers access to larger
word vectors that are easier to customize. For an app builder mindset that
prioritizes getting features done, spaCy would be the better choice. Both
NLTK and spaCy offer great options when you need to build an NLP system.
As we have seen, however, spaCy is the right tool to use in a production
environment.

5. Conclusion

In this article, we compared some features of several popular NLP libraries.
While most of them provide tools for overlapping tasks, some use unique ap-
proaches for specific problems. Definitely, the most popular packages for NLP
today are NLTK and spaCy. In our opinion, the difference between them lies
in the general philosophy of the approach to solving problems.

You can use it to try different methods and algorithms, combine them, etc.
spaCy, instead, provides one out-of-box solution for each problem. Also, spaCy
is several times faster than NLTK. Despite the popularity of these two libraries,
there are many different options, and the choice which NLP package to choose
depends on the specific problem you have to solve. spaCy would be an optimal
choice for template based question generation.
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A Short History of the Publications of the University of Miskolc

The University of Miskolc (Hungary) is an important centre of research in

Central Europe. Its parent university was founded by the Empress Maria Tere-

sia in Selmecbánya (today Banska Stiavnica, Slovakia) in 1735. After the First

World War the legal predecessor of the University of Miskolc moved to Sopron

(Hungary) where, in 1929, it started the series of university publications with

the title Publications of the Mining and Metallurgical Division of the Hungar-

ian Academy of Mining and Forestry Engineering (Volumes I–VI). From 1934

to 1947 the Institution bad the name Faculty of Mining, Metallurgical and

Forestry Engineering of the József Nádor University of Technology and Eco-

nomics Sciences at Sopron. Accordingly, the publications were given the title

Publications of the Mining and Metallurgical Engineering Division (Volumes

VII–XVI). For the last volume before 1950 due to a further change in the name

of the Institution Technical University, Faculties of Mining, Metallurgical and

Forestry Engineering, Publications of the Mining and Metallurgical Divisions

was the title. For some years after 1950 the Publications were temporarily

suspended.

After the foundation of the Faculty of Mechanical Engineering in Miskolc

in 1949 and the movement of the Sopron Mining and Metallurgical Faculties

to Miskolc the Publications restarted with the general title Publications of the

Technical University of Heavy industry in 1955. Four new series Series A

(Mining), Series B (Metallurgy), Series C (Machinery) and Series D (Natural

Sciences) were founded in 1976. These came out both in foreign languages

(English, German and Russian) and in Hungarian.

After the foundation of the Faculty of Mechanical Engineering in Miskolc

in 1949 and the movement of the Sopron Mining and Metallurgical Faculties

to Miskolc the Publications restarted with the general title Publications of the

Technical University of Heavy industry in 1955. Four new series Series A

(Mining), Series B (Metallurgy), Series C (Machinery) and Series D (Natural

Sciences) were founded in 1976. These came out both in foreign languages

(English, German and Russian) and in Hungarian. In 1990, right after the

foundation of some new faculties, the university was renamed the University

of Miskolc. At the same time the structure of the Publications was reorganized

so that it could follow the faculty structure. Accordingly, three new series were

established: Series E (Legal Sciences), Series F (Economic Sciences), and Se-

ries G (Humanities and Social Sciences). The seven series are constituted by

some periodicals and publications, which come out with various frequencies.
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