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Abstract. Given the increasing number of students who attend tradi-
tional and non-traditional classes that deploy internet-based educational
resources and environments, large volumes of data are being generated
on a daily basis. As a result, more researchers are now working with
Educational Data Mining (EDM) methods to understand learning pro-
cesses and behaviors of learners. The problem that led to this research
is the need to make use of unused data that is collected during education
and learning processes by gaining insights in order to support students in
regards to their academic performance and in taking actions to prevent
or warn students from failure. The main focus of this research is on how
EDM can support student learning in regards to student academic per-
formance, engagement, and intervention. The research mainly addresses
the appropriate EDM methods used to predict student academic perfor-
mance. Modeling and evaluation of several classifiers were conducted.
As a result, Random Forest classifier has been chosen as the best model
to be deployed in an interactive R Shiny application.

Keywords: educational data mining, academic performance prediction,
classification

1. Introduction

Due to the growing use of educational resources and technologies, educational
data are being generated in huge amounts on a daily basis. Data-driven deci-
sion making (DDDM) refers to the systematic processes of collection, analysis,
and interpretation of data to help in decision making [1]. Educational data
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can be used in DDDM at different educational levels to achieve effective edu-
cational data decision making. DDDM for educational data can be related to
educational resources, and human resources decisions.

Data-Driven Education enables institutions to leverage educational data to get
insights about teaching-learning process and to make data-driven educational
decisions based on student needs [2]. DDDM includes exploiting available
data, such as the kind offered in virtual learning environments or Learning
Management Systems (LMS), to make teaching decisions [3, 4]. Values un-
derlying educational data mining are to analyze student learning data and its
contexts in order to better understand and personalize student learning expe-
riences [5, 6].

According to [7], Data Mining (DM) is a computerized information system
dedicated to handle large amounts of data, produce information, and discover
hidden patterns. The demand on using DM in educational settings led to the
establishment of Educational Data Mining (EDM) as a new field of knowledge
and line of research [8]. The growing acceptance of the emergent field, EDM,
is due to its ability to elicit valuable insights from data for either students
or staff [9]. The authors in [10] define EDM as a multidisciplinary field of
study that combines skills and knowledge from machine learning, statistics,
DM, psychology, information retrieval, cognitive science, and recommender
systems techniques to support resolving issues related to education.

The main reason for the late emergence of data mining in education, compared
to all other fields, was that the availability of large educational datasets in
machine readable formats emerged later in education [11].

2. Educational Data Mining Methods and Applications

2.1. Regression Techniques

There is a number of regression algorithms such as: Single Linear Regression,
and Multiple Linear Regression. The regression technique is used to predict
values and it has been applied in education domain to: predict students’
grades [12], and predict academic GPA of graduated student [13].

2.2. Classification Techniques

There is a number of classification algorithms such as: Decision Trees, Neu-
ral Networks, Logistic Regression, and Nave Bayes classifiers. Classification
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techniques have been applied in education domain to: analyze the academic
performance of undergraduate students [14], assess how effective EDM tech-
niques are for students early prediction failure [15], and develop a model to
prevent academic dropout [16].

2.3. Clustering Techniques

There are different clustering algorithms such as: K-Means and Expectation
Maximization. Clustering techniques have been applied in education domain
to: generate a model for student dropout by exploring student categories and
characteristics [17], group university students into careers by analyzing their
performance and outcomes of the self-evaluation test beginning from their first
year [18], associate students and teachers [19], and group competent students
of an educational institution in regards to their skills and abilities [20].

2.4. Association Rules Techniques

The association rule mining techniques are applied to identify associations or
dependencies between attributes in the datasets [21]. Association Rules have
been applied in education domain to: propose a quantifiable measure that
shows degradation in regard to students expected performance [22], analyze
students’ performance based on real time patterns in students’ data [23], in-
vestigate on association between self-esteem and performance of students [24],
and discover the impact of teaching on improving how student performs [9].

2.5. Social Network Analysis and Visualization Techniques

Social Network Analysis (SNA) and Visualization can reduce the size of the
datasets and their complexity in case they are multidimensional datasets. SNA
and visualization have been applied in education domain to: introduce a model
based on visual analytics, and learning analytics, in addition to a tool, to per-
form confirmatory and exploratory data analysis through interaction between
information gathered [25], process the interaction networks of students in a
forum [26], and check the progress of online collaborative learning and provide
informed interventions when needed [27].

2.6. Process Mining Techniques

Process Mining techniques are used to deal with log files and events and they
have been applied in education domain to: analyze events flow logs in an adap-
tive learning model [28, 29], and provide feedback on the basis of behavioral
data [30].
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2.7. Text Mining Techniques

Text Mining techniques are used to deal with unstructured data by capturing
key terms and uncover hidden patterns. Text Mining techniques have been ap-
plied in education domain to: analyze students’ online interaction via online
questions and chat messages [31], extract knowledge from students’ evalua-
tion comments that help instructors and administrators obtain understanding
of student sentiments and views [32], and rate educational institute faculty
members based on the feedback submitted by students [33].

2.8. Outlier Detection Techniques

Outlier Detection is used to check whether there is any deviation in any obser-
vation away from all other observations using data mining algorithms based
on association, classification, clustering, visualization, or statistics-based ap-
proach. It has been used in education domain to: discover any anomaly or
abnormal observations [34, 35], and predict dropouts by clustering outlier data
with unsupervised learning [36].

2.9. Student Academic Performance Prediction

Student academic performance prediction has been an important research
topic for years since students and institutions can benefit from discovering
patterns and insights hidden within learning data. Institutions can benefit
from it by improving the effectiveness of academic facilities available to their
students in order to increase the rates of students who are successful in com-
pleting their programs or courses of study. Furthermore, findings can be used
to deliver solutions, suggestions, or advices to students to enhance how they
perform in the future.

A review of literature on the methods used for student academic performance
prediction was conducted. The search focused on Scopus, IEEE, Google
Scholar, and ACM for years 2009 to 2019. The number of relevant articles
used for the synthesis, after excluding the articles that did not describe the
data sets attributes or methods used, is 157 articles.

Table 1 shows some statistics related to the modeling techniques that have
been used in the studies related to performance prediction. It is shown that the
mostly used classification modeling techniques are: Decision Trees, Bayesian-
Based, Neural Networks, Support Vector Machines, Ensemble Methods, K-
Nearest Neighbor, and Logistic Regression, respectively.
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Table 1. Statistics of modeling techniques used

Modeling Technique Count Percentage
Decision Trees 79 50.3 %
Bayesian-based 65 41.4 %
Neural Networks 43 27.4 %
Support Vector Machines 34 21.7 %
Linear Regression 34 21.7 %
Ensemble Methods 29 18.5 %
K-Nearest Neighbor 24 15.3 %
Logistic Regression 22 14.0 %
Others (Hybrid, optimization, statistical, ..etc.) 12 7.6 %
Rule Induction 9 5.7 %

3. Research Methodology

3.1. Research Objectives and Research Questions

The research question (RQ) for each research objective (RO) is explained as
follows:
RO1. To investigate the appropriate educational data mining methods used
in predicting student academic performance.
RQ1. What are the appropriate techniques that are used to predict student
academic performance?
RO2. To apply educational data mining methods to support academic inter-
vention.
RQ2. How can educational data mining be used to support academic inter-
vention?

3.2. Data Collection and Preparation

A quantitative dataset [37] has been chosen based on the literature review con-
ducted to get answers for research questions. The significance of this dataset
is due to adopting student behavioral features with academic data during the
learning process.

The dataset used was collected from a multi-agent Learning Management Sys-
tem (LMS) called Kalboard 360 using Experience API (xAPI) web service [37].

An activity tracker tool called experience API (xAPI) was used to track learn-
ers. The dataset shown in Table 2 consists of 480 student records and 16
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Table 2. Student academic performance dataset description

Category Feature Data Type Description

Demographical Information

Nationality Nominal Student Nationality

Gender Nominal Student Gender (female or male)

Place of Birth Nominal Student Place of Birth (Jordan, Kuwait,
Lebanon, Saudi Arabia, Iran, USA)

Parent Responsible Nominal Student Parent (father or mum)

Academic Information

Educational Stages Nominal Stage student belongs such as
(School Levels) (primary, middle and high school levels)

Grade Levels Nominal Student Grade (G-01 → G-12)

Section ID Nominal Student Classroom (A, B, C)

Semester Nominal School Year Semester (First or Second)

Topic Nominal Course Topic or Subject
(Math, English, IT, Arabic, Science, Quran)

Student Absence Days Nominal Student Days of Absence (Above-7, Under-7)

Parents Participation Parent Answering Survey Nominal Parent Answering School Surveys or Not.

in Learning Process Parent School Satisfaction Nominal Parent Satisfaction Degree about School
(Good, Bad)

Behavioral Information

Discussion Groups Numerical

Student Behavioral InteractionVisited Resources Numerical

with E-Learning System.Raised Hand on Class Numerical

Viewing Announcements Numerical

Target Student Mark Ordinal
L: Low-Level values from 0 to 69.
M: Middle-Level values from 70 to 89.
H: High-Level values from 90-100.

features in addition to the target variable which represents student academic
performance. The 16 features are grouped into four categories: features that
constitute Demographic Information, features that constitute Academic In-
formation, features that constitute Parents Participation in Learning Process
Information, and features that constitute Behavioral Information.

3.2.1. Data Preprocessing

Checking missing values, renaming some attributes, data type conversion of
some attributes to factors, and correcting some misspelled country names by
using the standard names were required to prepare data for the next steps.

3.2.2. Feature Selection

Feature Selection is the process used for selecting those dataset features that
will contribute most to the prediction task. Correlation matrix and recursive
selection are used for this purpose.
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1. Correlation Matrix: Figure 1 shows the output for feature selection
based on correlation matrix setting with a cutoff 0.75 for highly cor-
related attributes. It is clear that there are no two features correlated
with at least 0.75 to be considered highly correlated.

2. Recursive Selection: Recursive Feature Elimination (RFE) method is
used to identify the features that can be eliminated without affecting the
accuracy of classification models. Figure 2 and Figure 3 show the result
of performing REF on the features of the data set. Based on the result
of performing REF on the features of the data set, it is possible to either
keep or remove semester feature from the data set. Consequently, it is
kept for the further phases in modeling. As a result, the 16 features will
be used to build models for predicting student academic performance.

Figure 1. Correlation matrix result

Figure 2. Recursive feature elimination performed on the data set
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Figure 3. Accuracy based on importance of features in modeling classifiers

3.3. Modeling

The classification techniques used are: Decision Trees, Naive Bayes, K-Nearest
Neighbors, Support Vector Machines, Logistic Regression, Ensemble Methods
(Random Forest), and Neural Networks.

3.3.1. K-Nearest Neighbor (KNN)

It is a non-parametric, instance-based supervised learning algorithm, and easy
to implement and understand but computationally expensive. KNN algorithm
works as follows:

1. Choose K as the number of neighbors.
2. Select the K nearest neighbors of the unknown data point based on

their Euclidean distances (Or other distance measure if the points are
categories) from that unknown data point.

3. From the selected K neighbors, compute the number of data points in
each category.

4. Allocate the new data to the category that has the largest count of
neighbors among other categories.

3.3.2. Decision Tree (DT)

It is a supervised learning algorithm and It works for both continuous and
categorical data. It splits the nodes based on all features then selects the
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appropriate split using some criteria such as Gini index, Information Gain,
and Variance. DT algorithm works as follows:

1. Place all training examples at the root node.
2. Categorize the data set attributes.
3. Split examples based on specific selected attributes.
4. Select test attributes based on a specific measure like statistics or heuris-

tic.
5. Stop when: all examples being members of the same class, no attributes

left for partitioning, or no examples left for classification.

3.3.3. Support Vector Machines (SVM)

They are supervised learning algorithms that can be used for both classification
and regression problems. SVM algorithm works in the following steps:

1. Plot each data point in an m-dimensional space where m represents the
number of attributes in the dataset.

2. Perform classification by trying to find the suitable hyperplane that
separates the classes.

3.3.4. Logistic Regression (LR)

It is a supervised learning algorithm that can be used for binary classification
but can deal with multi-class classification problems as well by using one-vs-
all principle. A logistic function called sigmoid function is used to map the
outputs to probabilities. One-vs-all classification is performed by training M
distinct binary classifiers in which each trained binary classifier can recognize
a particular class. Consequently, those M classifiers are combined together to
be used for multi-class classification.

3.3.5. Random Forest (RF)

It is an ensemble decision tree that creates and combines many decision trees.
Creating and combining many decision trees allow weak decision trees on their
own to be used in order to create a stronger decision tree with better accuracy.
It is called random because the attributes are chosen randomly during model
building and training. Furthermore, it is called forest because it takes outputs
of many decision trees to create a better decision tree. RF algorithm works in
the following steps:

1. Choose n samples randomly from the training set.
2. Grow a decision tree from the chosen sample by selecting a number of

features randomly.
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3. Split the node based on a chosen feature which has the highest infor-
mation gain.

4. Repeat the previous steps K times (K represents the number of trees to
be created).

5. Aggregate the trees and then choose the majority class based on voting.

3.3.6. Nave Bayes (NB)

It is a Bayes theorem-based supervised learning algorithm. It is called nave
because it assumes that an attribute is independent in terms of probability to
happen from all other features. NB formula is shown as follows:

P (C|f) =
P (f |C)P (C)

P (f)
= P (f1|C)× P (f2|C)× ...× P (fn|C)× P (C) (3.1)

Where C is the class and fi is any feature.

3.3.7. Neural Networks (NN)

They are machine learning algorithms that are built based on the human
brain. They can be used for multi-class classification problems by considering
one-vs-all principle. An activation function is used to take a number of inputs
to produce an output. Assume there are M classes, one-vs-all classification is
performed by training M distinct binary classifiers in which each trained binary
classifier can recognize a specific class. Consequently, those M classifiers work
together to be used for multi-class classification.

3.4. Evaluation

A decision on the adoption of the EDM outcomes should be delivered based
on the evaluation phase. The Confusion matrix will be used for calculating
the correctness and accuracy of the model.

Since target variable classes are nearly balanced, accuracy will be used as a
performance metric to compare the models. The Confusion matrix is an easy
and intuitive metric used for finding the correctness and accuracy of the model.
It is used for classification problems where the output would be of two or more
types of classes. Some Terminology and derivations from a confusion matrix
are shown as follow:

1. True Positive (TP): Cases that are TRUE and predicted correctly as
TRUE.
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2. True Negative (TN): Cases that are FALSE and predicted correctly as
FALSE.

3. False Positive (FP): Cases that are FALSE but predicted incorrectly as
TRUE (known as ”Type I error”).

4. False Negative (FN): Cases that are TRUE but predicted incorrectly as
FALSE (known as ”Type II error”)

Accuracy is a metric for evaluating classification models and it refers to the
percentage of predictions that happen to be right. Based on the contents of
the confusion matrix it is possible to extract the accuracy of the model as
shown in following formula:

Accuracy =
TP + TN

TP + FN + FP + TN
(3.2)

The research tools need to verify the reliability and validity. In quantitative
research, enhancing and verifying of experiments are achieved through mea-
surement of the validity and reliability [38]. To make sure that the study is
reliable and valid, the experiments conducted using 10-fold cross validation
repeated for 10 times.

Figure 4 shows the final result as a comparison based on the accuracy of each
classifier. Random Forest (RF) implemented using the Caret package shows
the best performance with 85% accuracy.

Figure 4. Accuracy measure of each classifier

4. Discussion

4.1. Deployment

Deployment phase includes the outputs of the experiments as explained in
Modeling and it shows a deployment of the best model, found during modeling
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Figure 5. Interactive web application using r shiny part 1

and evaluation phase, in interactive web application using R Shiny package.
Figure 5 and Figure 6 show the user interface of the Shiny web application
developed to deploy the predictive model.

4.2. Findings

The final predictive model built using random forest revealed some interesting
findings which are listed as follows:

1. Based on the literature review conducted, seven classifiers are chosen
to model the dataset: Decision Trees, Nave Bayes, K-Nearest Neigh-
bors, Support Vector Machines, Logistic Regression, Random Forest,
and Neural Networks.

2. The best model in regards to accuracy is the one built with Random
Forest using the Caret package.

3. The best model is deployed into an interactive R Shiny application.
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4.3. Fulfilment of Research Objectives

RO1. Investigating the appropriate educational data mining methods used
in predicting student academic performance has been achieved by describing
the techniques of educational data mining first, then exploring educational
data mining techniques used in predicting student academic performance in
depth as discussed in Section 2. Educational Data Mining techniques explored
are regression, classification, clustering, association rules, social network anal-
ysis and visualization, process mining, text mining, and outlier detection.
A synthesis of literature related to the appropriate educational data mining
techniques relevant to student academic performance prediction shows that
there are two relevant educational data mining techniques which are regres-
sion (Linear Regression) and classification (Decision Trees, Bayesian-Based,
Neural Networks, Support Vector Machines, Ensemble Methods, K-Nearest
Neighbor, and Logistic Regression).

Figure 6. Interactive web application using r shiny part 2
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RO2. To apply educational data mining methods to support academic inter-
vention by applying the relevant educational data mining classification tech-
niques explained in the synthesis of the literature review performed in Section 2
on an appropriate dataset and building a model using R Shiny to gain insights
from learning data in order to support students in regards to their academic
performance and in taking actions to prevent or warn students from failure
which leads to grade improvement that in turn will drive the overall degree
success as discussed in Sections 3.2, 3.3, 3.4, and 4.1.

5. Conclusion

5.1. Summary

Mining educational data is far from conclusive, yet it has been evolving and
growing continuously. Using the appropriate tools and the research lines in
this area are not only going to help students and instructors but also the
other stakeholders/users and that impact has been extended to parents, soci-
ety, and the public in general. The main focus of this research is on how EDM
can support student learning in regards to student academic performance, en-
gagement, and intervention through predicting the academic performance of
students.

Student academic performance prediction has been a research topic of a signif-
icant value for many years because students and institutions can gain findings
and insights uncovered from learning data. Institutions can gain from it by
trying to enhance the quality of academic services and resources made available
to their students in order to increase the rates of students who can progress
with their study and be successful in completing their programs or courses of
study. In addition, findings or insights can be deployed to deliver solutions,
suggestions, or advices to students in order to improve their performance in
the future.

5.2. Future Work

Since random forest has been the best model implemented and it gave an
accuracy of 85%, it would be advisable to try adopting advanced methods for
classification models like genetic algorithms and see if they can further improve
the accuracy/performance of the model. Furthermore, with new data added,
models can be tested again and see if there is any improvement in accuracy.
Once a model has shown better performance, it is easy to adopt and use it for
deployment on Shiny and Azure Machine Learning Studio.
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