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Abstract.  The usage of virtual agents make necessary to produce
natural motions and gestures. The paper introduces a novel solution
which generates vertical head motion from the speech. The method uses
neural networks for estimating the positions of the head. The outputs of
the proposed algorithm have validated by human feedback. The results
show that the naturalness of the generated motions is similar to the
original ones.
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1. Introduction

Our initial assumption, according to which both the intensity of the sound,
and its pitch have a given time domain relationship with head gestures, was
proved by correlation methods in our prior publications [3].

At the phase of the research that described in this paper our goal was
automatic head gesture generation from the sound, based on the prior results.
We tried to give a solution not only for the automatic generation of vertical
and horizontal movements, but the blinks as well.

The most advanced part of the research is the field of generating the verti-
cal movements, and the paper mostly describes its methods, procedures and
results.

The teaching and testing samples for our two neural networks used for the
vertical gestures, were alltogether 100, one sentence video files, what were
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downloaded from the web, or made by the authors with starring different
subjects.

The topic of the paper is automatic gesture generation. After mentioning
the results of the related researches, the paper describes the methods, proce-
dures and current results of generating vertical movements of gestures from
the sound, that developed and reached by the authors. After showing the
current stage of the validation, the research’s other phases are mentioned in
the paper.

2. Related work

A partial basis of our research was the result of other works, that stated
for example that there is a relationship between different gestures (for exam-
ple movements of the hands), or the movments of the lips and the speech
features [1, 2]. However, these researches did not examine the time-domain
relationships between those, and produced head movements with very differ-
ent approach and with restrictions, furthermore did not produce blinks from
the sound.

In [2] the authors use Hidden Markov Model. Our proposed solution is
based on Artificial Neural Network and this way it is able to avoid some post
processing steps. In the case of HMM implementation the algoritm results
motion segments and necessary to join them in a further step. The neural
network is a better choice in this sense because it can determine the positions
while processing the given segment of the speech.

3. Teaching and testing samples

The teaching videos for the first network were fully spontaneous, while
the ones for the second network were not, but still mainly performed by the
announcer’s own words. The testing videos were spontaneous speeches.

4. Preprocessing

Both the neural network teachings, and testings were performed with sen-
tences, that were created from the above mentioned video files.

The movement vectors of the sample sentences (for the testing and the train-
ing) were produced partially by a Java program that created by the authors
that followed the eyes of the subjects, and by manual determination of the eye
positions as well.
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Figure 1. The teaching procedure and the input structure of the
first neural network

The pitch vectors of the sound were produced by Praat software, and the
intensity vectors (intensityl on the figure 1) were calculated by the following
formula with MATLAB:

intensity1(i) = sqrt(sum(window .~ 2)); (4.1)

The elements of the vector are the square root of the sum of the square of
every element of the window, where the window was always a frame-sized part
of the amplitude vectors.

As the first figure shows, the initial inputs of our first neural network were
mainly derivatives of the intensity vectors of the given teaching samples, and
the input of the other neural network was only a pitch vector.

As it can be seen on the Figure 1, a second form of the intensity was also used
(intensity2), which was calculated on a vector that we got by a 25 window
size smoothing mean on the amplitude vector. The calculating program code
was:

intensity2(i) = mean(window .~ 2); (4.2)
Every element of the vector is the mean of square of every element of the win-

dow, where the window here was a frame-sized part of the previously smoothed
and meaned amplitude vector.
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Finally, intensityl, and intensity2 were summed by the following for-
mula (after simplification):

intensity_sum = intensityl * 0.735 + intensity2; (4.3)

The segmented version of this summary vector (sample domain 1) was one
of the five for neural network no. 1. The second (sample domain 2) vector was
produced by subtracting the values of the previous element from each element’s
value in the sample domain 1 vector. The third (sample domain 3) vector was
calculated by subtracting the values of the previous element from the value
of each element in the sample domain 2 vector. The fourth sample domain
vector was the segmented version of the pitch vector. The segmentation was
carried out by having the syllable starting times in each sentences (that were
manually marked), and calculating the segmentation time by having the time
of the maximum amplitude between every two syllable starts in the voice.

As teaching and testing movement vectors, vertical movements were used.
These movement vectors were the differences between the vertical position
coordinates of the left eye on every frame, finally divided by the mean of them.
These were also segmented with the same procedure as the sound-originated
vectors, and used as sample range vectors.

Atfer preparing the sample domain vectors, corresponding input vectors
were created from them, and from the segment range vector, by a moving
sample procedure. This procedure prepared the data for prediction, by pairing
the following element from the movement vector (sample range), to every
consecutive two elements from the given sample domain vector. The procedure
made 4 input vectors from the 4 sample domain vectors, and a 5 th input,
which was created by elements made from shifting elements of the inputl by
one to the left). An output vector was also created by the procedure from the
sample range vector for teaching the neural network.

For the second neural network, the first sample domain vector was the
pitch vector (Figure 2). At this stage there was only one input vector, which
was created by the same moving sample function as used for the first neural
network.

The neral networks were nonlinear autoregressive networks with feedback
[4], trained in open loop mode, and then closed for the testings and used in
closed loop state. The structure of the networks can be seen on Figure 3 and
Figure 4.

As can be seen from the figures, the mainly intensity-based first neural
network has an input delay 4, and a layer delay 4, while the second, pitch-
based network has input delay 2, and a layer delay 2.
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Figure 2. The teaching procedure and the input structure of the
second neural network

Figure 3. The structure of the first neural network

Hidden

Figure 4. The structure of the second neural network

Not only does MATLAB’S data preparing function order the input and
output due to the delays of the network, but it also cuts the same number of
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elements from the input and the target as the number of the delay. Therefore,
at first, we supplemented the beginning of our vectors by zeros for these to be
cut, in order to avoid the shortening of our useful sample sizes. This also made
possible to have predicted motions even at the beginning of the sentences.

5. Postprocessing

After the predictions of the two networks, the amplitudes of the outputs of
the neural networks were corrected. At this stage it was accomplished only by
constants. The values of the multipliers were determined by the volunteers, as
they saw results produced by different multiplier values, and chosen those for
the best. The outputs of the intensity-input neural network were multiplied
by 2 (and resulted in a high amplitude, frequent movement), and the outputs
of the pitch-based neural network were multiplied by 4 (and resulted a lower
amplitude, less frequent movement). This method was suitable for most of
the videos, but for others, the intensity-based neural network’s results had
to be divided by 4 in amplitude, and the results of the other network were
not modified. There is an ongoing procedure that could predict two things
from some of the sound features. One of them is about which of the 2 neural
network’s output would be more natural by the opinion of the viewers .The
other procedure is concerned with how much amplitude correction is would be
the best for the given example.

As both the inputs and outputs were segmented vectors, the outputs of the
neural networks had to be finally interplolated to have the movement for every
frame.

The corrections of the amplitude, the inputs of the networks, and the suit-
ability of the two selected networks (from the plenty of trained and tested
ones) were mostly determined by the authors and users. The method was to
compare the naturalness of the generated movements with the original and
random movement, they could saw on an announcer’s picture being moved
vertically by those movements. Before this, as a precondition, an acceptable
similarity had to exist with the selected network between the original and
generated movement vectors.

On Figure 5 some of the segmented, and concatenated teaching sample’s
movement vectors and the first neural network’s predicted output vectors can
be seen. It can be observed, that the similarity is not tight, but the goal of
the research is to produce a result movement for sounds that seems natural
to the viewer rather than producing a movement vector that is similar to the
original one.
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Figure 5. Output and target for a part of teaching samples for neu-
ral network 1.

On Figure 6, what is the original movement and target movement of some
of the second neural network’s teaching samples, the above statements are also
true.

6. Testings and results

After the authors had chosen some of the previously created networks per-
forming better in the objective similarity than others, 10 test videos were
tested by 6 volunteers at this stage. At this phase of tests, only a still frame
of an announcer was moved with the given frame rate while playing the sound
of the sentence at the same time. For every test, a moving picture was created
this way with the original movement, with random movement with the same
co-domain as the original, and two with the neural network generated outputs.

These tests resulted in choosing the two best neural networks, refinements
of the amplitude corrections, a predicted value correcting function (with an
output-correcting neural network), and hand-made corrections in the results,
each according to the authors’ and the volunteers’ opinions. Having summed
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Figure 6. Output and target for a part of teaching samples for neu-
ral network 2.

those corrections, a neural network retraining was carried out with the modi-
fied teaching target diagram to make the output similar to this, without having
the correctional network and hand-made corrections.

As a result of this, 9 from the 10 testing samples described both of the two
final neural network’s result as more natural than the random movement in
almost every cases. About half of them, most of the volunteers stated that the
video with neural network generated movement was even more natural, than
the one with the original movement.

On Table 1 some of the results can be seen.

In the table each cell contains the rank of the naturalness of the given
movement variant for the video, by the (A, B, C or D) volunteer. Examining
the first table, it can be seen for example for the first test video, that first
neural network’s result described as the most natural one by A, B, and D
volunteers, and the least natural (4-th place) by one volunteer D. Neur. 2/a
means the results with the older amplitude corrections to the results of the
second neural network (which were related to the original amplitude), and 2/b
version means the results with an amplitude correction that is independent of
the original movement’s amplitude.
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random original neur 1. neur 2./a neur 2./b

vount. |A B C D|/A B C D|/A B C D|/A B C D|/A B C D

videol|4 4 1 42 1 2 2|1 1 4 13 3 3 3|- - - -

video2|4 4 3 4|3 1 2 2|2 3 4 11 2 1 3|- - - -

video3 |4 1 4 4|2 2 1 2|3 4 3 3|1 3 2 1|- - - -

video4|4 4 4 43 3 3 3|2 2 1 2|- - - -|1 1 2 1

video5|3 5 5 5|2 3 3 2|1 4 1 45 1 3 14 2 2 3

video6|5 4 5 5|2 1 3 4|1 2 1 14 5 2 23 3 4 3

Table 1. Some user opinions on some videos

Since the purpose of the tests was mainly to promote the improvement of
the methods of the generations and corrections, the volunteers were not asked
to give their opinions at the same time, and not every video was required
to face opinions. The table contains only those videos that the most of the
volunteers were asked to give opinion about.

As stated above, the similarity of the original and generated movements
was not a goal. A verification of this approach is for example the result of
a video that can be seen on figure 7, (video 6 on Table 1) where there are
many differences between the original and the generated version of movement,
however the generated one was even more natural according to the opinions.

7. Future works

It is important to note that the purpose of these opinion tests of users was
mainly to help in choosing the proper networks and creating the necessary
corrections. The real tests, with a larger number of volunteers, and using a
virtual speeching head, will be the scope of the next phase of the research, as
also the correction and the test cases of the horizontal movements and blink
generation.
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Figure 7. Neural network’s estimated movement and the original
movement for a given test video
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