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The algorlthm contlnuously improves its
solution when the stopping condition is
Search, the Flow Shop Scheduling
running results are also compare
researchers.

e running results. The
he results published by other

The aim of
Taillard

y one operation can be performed on each machine. The goal is usually
ize the makespan, optimize machine utilization, or reduce delays. Such
ling problems are particularly important in the automotive industry,
electronics manufacturing, and other mass production systems.

Flow Shop Scheduling (FSS) [3] is a scheduling problem in which a given number
of workpieces are to be processed on a predetermined line of machines, where each
machine performs a specific operation. Each workpiece passes through the
machines in the same order. FSS problems are particularly important in
manufacturing and logistics systems. Optimal scheduling can significantly reduce
production time, increase capacity utilization, and reduce costs.

Several heuristic and metaheuristic algorithms have been developed to solve them,
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such as Genetic Algorithms (GA) [4], Tabu Search (TS) [5], Bee Colony
Optimization (ABC) [6], and Harmony Search (HS) [7].

Harmony Search algorithm
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Figure 1. Publication frequency of the
Harmony Search algorithm

The Harmony Search algorithm was first publish
Loganathan in 2001. Title of the article: A new heusi

Evolutionary Computation (CEC 2001)
The Harmony Search algorithm has shown a gteady gr
the number of published articles was less th
more than 20,000.

ovef the years. In 2010,
023, this increased to

Harmony Search

Harmony Search [8] is
The algorithm was,developed
improving musi armonies.
harmonious melody?

uristic algorithm inspired by musical harmonies.
em et al. in 2001. It models the process of
sicians combine individual notes to create a

. M (Harmony Memory): Harmony memory, the population of solutions.
S (Harmony Memory Size): Harmony memory size, the number of
ements in the population.
HMCR (Harmony Memory Considering Rate): The probability of
choosing from the harmony memory.
e PAR (Pitch Adjustment Rate): The probability of fine-tuning a solution.

1. Initialization: Initialization of the population (initial harmony). Either
with randomly generated possible solutions or with solutions given by a
construction algorithm. Initialization of the HM (Harmony Memory)
according to the following formula:

X1,1 X1,D
HM = ) :

] i=1,.,HMS,] =1,..D
XHMS,1 °°° XHMSDD
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2. Harmony improvement: The creation of the new sound (solution)
occurs in this phase. Here the algorithm takes into account the harmony
memory and the pitch adjustment rate.

o Selecting from Harmony Memory (HMCR)

X" € {Xqj, Xz, -, Xpms,j} With probability of HMCR

o Pitch adjustment (PAR): fine-tuning the selected element:

x]-“e"" = x]-“e"" +8, where &-U(—b,b) where b a

predetermined step size, with probability PAR

o Choosing a randomly generated value: if the HMCR a
conditions are not met, the new solution
generated:

3. Updating: New solutions are entereghinto the jharmony memory, and
the best solutions are carrie algorithm to the next
iteration.

4. Termination conditign:
certain number of it
time.

3. Test results

This secti@ % nts the'Yesults of the Harmony Search run. First, the maximum,
average and mig ithess values for each data set of the algorithm runs. Then,
the r S are cOmpared to the results published by individual researchers. Here,
the re Iso/presented with a bar chart and a heat map.

Table 1. Test results of the Harmony
Search algorithm

Instance HS

Max | Avg | Min
Ta001 | 1359 | 1343.4 | 1309
Ta002 | 1402 | 1393 | 1383
Ta003 | 1242 | 1232.8 | 1227
Ta004 | 1472 | 1452.4 | 1428
Ta005 | 1357 | 1341.6 | 1324
Ta006 | 1382 | 1322.6 | 1276
Ta007 | 1335 | 1322.6 | 1312
Ta008 | 1382 | 1357.4 | 1334
Ta009 | 1398 | 1375.4 | 1352
Ta010 | 1277 | 1251.6 | 1233
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Ta011 | 1833 | 1806.2 | 1782
Ta012 | 1885 | 1857.2 | 1829
Ta013 | 1737 | 1710.8 | 1670
Ta014 | 1606 | 1584.2 | 1558
Ta015 | 1683 | 1644.6 | 1577
Ta016 | 1602 | 1570 | 1554
Ta017 | 1682 | 1665.4 | 1650
Ta018 | 1757 | 1748 | 1743
Ta019 | 1792 | 1767.4 | 1728
Ta020 | 1823 | 1794 | 1762

Table 2 shows the results of Harmony Search according to the followjng test
values: maximum (Max), average (Avg), and minimum (Min).
Smaller benchmark data (Ta001-Ta010): For the first ten test exa

difference between the average and minimum values ranges fro . Fo
example: for Ta006, the maximum is 1382, the average is

minimum is 1276. For Ta001, the difference is smaller but stif si 59—
1343.4 — 1309).

Larger examples (Ta011-Ta020): These datasets als igh vaniability. For
example: for Ta015, the difference between the mi ximum value is
106. For Ta019, this is 64 fitness units (1792 — 1%67. . However, for

example Ta018, the differences are minimal.
The data in the table shows that for the
greater variability between different runs. Th&yperformance of the algorithm is less
stable across different runs.

Instance I1IGA % | DSOMA % | HGSA %
Ta001 13.52 497 1.15
Ta002 10.48 1.81 4.27
Ta003 32.73 16.36 -0.18

16.59 6.31 7.86
11.63 3.31 -0.54
18.48 9.04 11.28
17.98 9.86 3.34
19.52 11.21 4.19
17.05 9.40 4.06
18.60 10.51 6.20
21.95 2.97 3.88
19.67 1.27 -5.08
19.24 3.01 -4.43
21.79 3.97 1.95
25.85 5.27 2.41
29.06 8.46 -0.61
26.24 431 431
24.59 4.85 5.94
17.72 4.24 -3.10
21.65 5.69 2.14

Table 3 presents the Harmony Search values (maximum) and compares them with
the fitness values published by the researchers [9-10]. The table shows that in some
cases the best Harmony Search result was worse than the results published by the
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researchers. However, in most cases the HS result was even 10-20% better than the
results published by the researchers.

According to the data in the table, in most cases the HS algorithm found solutions
10-20% better than the best results published by the researchers. This suggests that
the algorithm has an efficient search strategy. In some cases its results were weaker
than the published values. In particular, a decline is observed in the following
examples: Ta012 (-5.08%), Ta013 (-4.43%), Ta016 (-0.61%), Ta019 (-3.10%)
These results show that for certain problems, Harmony Search may not find the
optimal solution or may perform with greater variability.
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Figure 3. The minimum values of the
test results of the Harmony Search
algorithm

Figure 3 compares the test values of the Harmony Search algorithm with the results
published by the researchers in the form of a heat map. In many cases, the results
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are red, which also indicates that Harmony Search was better than the results
published by the researchers.

Table 3. The average values of the test
results of the Harmony Search
algorithm

Instance HS HMM-PFA % | HGA % | IIGA % | DSOMA % | HGSA %

Ta001 | 13434 10.61 7.86 10.61 2.28

Ta002 1393 9.69 4.81 9.69 1.08

Ta003 | 1232.8 18.43 12.43 18.43 3.83

Ta004 | 1452.4 9.34 4.72 9.34 -0.30

Ta005 | 1341.6 8.01 4.58 8.01 -0.04

Ta006 | 1322.6 11.98 8.12 11.98 3.05

Ta007 | 1322.6 12.13 10.46 12.13 4.42

Ta008 | 1357.4 9.18 5.57 9.18

Ta009 | 13754 6.81 1.64 6.81

Ta010 | 1251.6 10.02 5.78

Ta011 | 1806.2 13.17 8.24

Ta012 | 1857.2 16.63 14.31

Ta013 | 1710.8 13.40 11.76

Ta014 | 1584.2 14.32 12.49
Ta0l5 | 1644.6 17.54 17.54
Ta016 1570 20.51 16.37
Ta017 | 1665.4 17.87
Ta018 1748 17.68
Ta019 | 1767.4 11.63
Ta020 1794 14.33

Harmony
published
gmeases Ta0ll (-5.99%), Ta012 (-1.30%), Ta013 (-2.03%),
3015 (-1.68%), Ta017 (-2.61%), the HS algorithm did not
blished by the researchers.

was still better in many cases, but with a smaller advantage.
the majority of cases Harmony Search achieved better results than

(+17:87%), Ta012 (+16.63%).

Moderate improvements can be observed in the following cases: Ta003 (+18.43%),
Ta018 (+17.68%), Ta014 (+14.32%), Ta020 (+14.33%).

HGSA (Hybrid Genetic Simulated Annealing) was often better than the Harmony
Search algorithm. In the case of the HGSA algorithm, many negative deviations are
visible. For example, in the case of Ta003 (-10.93%), Ta012 (-7.50%), Ta013 (-
9.11%), Ta016 (-7.20%), HGSA produced significantly better results.

DSOMA also often produced better results. Cases Ta0ll (-5.99%), Ta012 (-
1.30%), Ta013 (-2.03%) show that the DSOMA algorithm is better than Harmony
Search in certain situations.
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Table 4. The maximum values of the
test results of the Harmony Search
algorithm

Instance | HS | HMM-PFA % | HGA % | IIGA % | DSOMA % | HGSA %
Ta001 | 1359 9.35 6.62 9.35 1.10 -2.58
Ta002 | 1402 8.99 4.14 8.99 0.43 2.85
Ta003 | 1242 17.55 11.59 17.55 3.06 -11.59
Ta004 | 1472 7.88 3.33 7.88 -1.63 -0.20
Ta005 | 1357 6.78 3.39 6.78 -1.18 -4.86
Ta006 | 1382 7.16 3.47 7.16 -1.37 0.65
Ta007 | 1335 11.09 9.44 11.09 3.45 -2.70
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Ta008 | 1382 7.24 3.69 7.24 -0.22 -6.51
Ta009 | 1398 5.08 0.00 5.08 -1.79 -6.58
Ta010 | 1277 7.83 3.68 7.83 0.47 -3.45
Ta011 | 1833 11.51 6.66 9.71 -7.36 -6.55
Ta012 | 1885 14.91 12.63 14.91 -2.76 -8.86
Ta013 | 1737 11.69 10.07 11.69 -3.51 -10.48
Ta014 | 1606 12.76 10.96 12.76 -3.74 -5.60
Ta015 | 1683 14.85 14.85 14.85 -3.92 -6.54
Ta016 | 1602 18.10 14.04 18.10 -0.75 -9.05
Ta017 | 1682 16.71 15.58 16.71 -3.57 -3.57
Ta018 | 1757 17.07 14.17 17.07 -1.48 -0.46
Ta019 | 1792 10.10 6.47 10.10 -2.51 -9.38
Ta020 | 1823 12.51 9.76 12.51 -2.25

Table 4 contains the maximum running values of Harmony Sear
them with the results published by the researchers. Here, the valu

Compared to the previous table, there are more negative
and HGSA algorithms often performed better.

performed better. However, in some cases, it
outstanding improvements (e.g. Ta016: +18 .
Search can still be very good for certain typeg|of proble
Much better results: Ta016 (+18.10%), 18 (+17\07%), Ta0l7 (+16.71%),
Ta012 (+14.91%), Ta015 (+14.85%).
Moderate improvement can be observ ef
Ta014 (+12.76%), Ta020 (+12.51%).

hich shbws that Harmony

ng cases: Ta003 (+17.55%),
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Figure 6. The average values of the
test results of the Harmony Search
algorithm

Figure 6 compares the maximum of Harmony Search running values with the
results published by the researchers in the form of a bar chart.
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Figure 30 compares the maximum of Harmony Search's runnin ues with the
results published by the researchers in the form

Test results summary

The performance of the Harmony Sé (H ithm was evaluated on 20
Taillard test cases (Ta001-Ta020). Th ble shows the best (Max), average
(Avg), and worst (Min) values of HS baged on”30 independent runs. The results

n the best and worst values is only 14
units (Max = 1757, Min = indicating robust convergence of the method. In
show a larger deviation, suggesting that
al loCal search could further improve stability. The
performance of HS with five other modern
M-PFA, HGA, IIGA, DSOMA, HGSA), in the form
gegdeviations. The individual tables were prepared taking into
um, maximum and average results of the HS runs. HS clearly
petitors in several examples. For example, in the case of
achieved by HS is 1100, while the other algorithms show a

with HS under certain conditions.

4, Conclusions and future research directions

Harmony Search (HS) is a metaheuristic optimization algorithm originally inspired
by musical improvisation. The algorithm is often applied to combinatorial
optimization problems. The research tested the efficiency of the algorithm on the
Taillard dataset.

The results were compared with other metaheuristic algorithms published in the
literature:
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HMM-PFA (Hybrid Multi-Mutation Population-based Firefly Algorithm),
HGA (Hybrid Genetic Algorithm),
IIGA (Improved Iterated Greedy Algorithm),
DSOMA (Dynamic Self-Organizing Migrating Algorithm),

o HGSA (Hybrid Genetic Simulated Annealing).
It can be observed that Harmony Search was competitive in many cases, because it
gave better results by around 10-20% in some cases.
A future research direction could be the development of Hybridized Harmony
Search, for example with Simulated Annealing, Genetic Algorithm, or Tabu
Search. Another research area could be adaptive parameter tuning, such as self-
learning parameter updating. During the process, the algorithm continuously
modifies its own settings according to the characteristics of the se
Another direction could be the application of fuzzy logic or machi
which the optimal parameters are selected based on prior le
patterns.

Acknowledgement. SUPPORTED BY THE UNIVE
SCHOLARSHIP PROGRAM OF THE MINISTRY F
INNOVATION FROM THE SOURCE OF THE
DEVELOPMENT AND INNOVATION FUND.”

EK @ MINISTRY E)I— CULTURE

Egyetemi Kutatsi OszténdijProgram  AND |NNOVATION

Refekence

search as a metaheuristic algorithm. Music-inspired
d applications, 1-14. https://doi.org/10.1007/978-

[1] Yang, X. S. (2009) Ha

basic scheduling problems”, EJOR 64(2):278-285, 1993.
-2217(93)90182-M
, S., & Malakooti, B. (2019). Flow shop scheduling problems
operations: a review and new trends. International Journal of
Research, 57(10), 2926-2955.
10.1080/00207543.2018.1550269

[2]

[3]

ety, 55(8), 830-835. https://doi.org/10.1057/palgrave.jors.2601766

aidi-Mehrabad, M., & Fattahi, P. (2007). Flexible job shop scheduling with tabu

search algorithms. The international journal of Advanced Manufacturing technology,

32, 563-570. https://doi.org/10.1007/s00170-005-0375-4

[6] Zhang, R., Song, S., & Wu, C. (2013). A hybrid artificial bee colony algorithm for the
job shop scheduling problem. International Journal of Production Economics, 141(1),
167-178. https://doi.org/10.1016/j.ijpe.2012.03.035

[71 Yuan, Y., Xu, H., & Yang, J. (2013). A hybrid harmony search algorithm for the
flexible job shop scheduling problem. Applied soft computing, 13(7), 3259-3272.
https://doi.org/10.1016/j.as0c.2013.02.013

[8] Gao, X. Z., Govindasamy, V., Xu, H., Wang, X., & Zenger, K. (2015). Harmony
search method: theory and applications. Computational intelligence and neuroscience,
2015(1), 258491. https://doi.org/10.1155/2015/258491

[5]



https://doi.org/10.1007/978-3-642-00185-7_1
https://doi.org/10.1007/978-3-642-00185-7_1
https://doi.org/10.1016/0377-2217(93)90182-M
https://doi.org/10.1080/00207543.2018.1550269
https://doi.org/10.1057/palgrave.jors.2601766
https://doi.org/10.1007/s00170-005-0375-4
https://doi.org/10.1016/j.ijpe.2012.03.035
https://doi.org/10.1016/j.asoc.2013.02.013
https://doi.org/10.1155/2015/258491

26 A. Agardi

[99 Qu, C., Fu, Y. Yi, Z, & Tan, J. (2018). Solutions to no-wait flow shop
scheduling problem using the flower pollination algorithm based on the
hormone modulation mechanism. Complexity, 2018
https://doi.org/10.1155/2018/1973604

[10] Wei, H., Li, S., Jiang, H., Hu, J., & Hu, J. (2018). Hybrid genetic simulated annealing
algorithm for improved flow shop scheduling with makespan criterion. Applied
Sciences, 8(12), 2621 https://doi.org/10.3390/app8122621



https://doi.org/10.1155/2018/1973604
https://doi.org/10.3390/app8122621

