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SUMMARY 

The Belt and Road Initiative (BRI) is aimed to strengthen the preferential reciprocal trade between China and the Belt-
Road nations. Quantitative evaluations of BRI to determine whether it can explicitly provide more insight into China’s 
bilateral trade among its partners are needed. Hence, improving prediction accuracy while using more superior 
algorithms for sustainable decision-making remains essential since decision-makers have been interested in predicting 
the future. Machine learning algorithms, such as supervised artificial neural networks (ANN), outperform several 
econometric procedures in predictions; therefore, they are potentially powerful techniques to evaluate BRI. This study 
uses detailed China’s bilateral export data from 1990 to 2017 to analyze and evaluate the impact of BRI on bilateral 
trade using gravity model estimations and ANN analysis techniques. The finding suggests that China’s bilateral export 
flow among the BRI countries results in a slight increase in inter-regional trade. The study provides a comparison view 
on the different estimation procedures of the gravity model – ordinary least squares (OLS) and Poisson pseudo-
maximum likelihood (PPML) with the ANN. The ANN associated with fixed country effects reveals a more accurate 
estimation compared to a baseline model and with country-year fixed effects. Contrarily, the OLS estimator and PPML 
showed mixed results. Grounded on the study dataset, the ANN estimation of the gravity equation was superior over the 
other procedures to explain the variability of the dependent variable (export) regarding the prediction accuracy using 
root mean squared error (RMSE) and R-square. 
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INTRODUCTION 
The Belt and Road Initiative (BRI), regarded as 
“China’s grand connectivity blueprint,” remains the 
most ambitious economic project that China has 
introduced since 2013 (Chung, 2018) (Khan et al., 
2018) (Flint & Zhu, 2019). This project is designed to 
promote economic growth by reinforcing inter-regional 
cooperation over a vast area entailing sub-regions in 
Asia, Europe, and Africa. It has emphasized five 
priorities for China and the BRI participating nations, 
including policy coordination, unimpeded trade, 
facility connectivity, financial integration, and the bond 

between people (Khan et al., 2018). Moreover, the 
project target to support infrastructure, trade, and 
investment links between China and some 65 other 
nations that can reach together over 30% of global 
GDP, 62% of the population, and 75% of known 
energy reserves (Huang, 2016). Therefore, the BRI 
initiative brings about a greater diversity of trade 
partners and trade patterns, giving the industry new 
opportunities to transform and upgrade itself. 
Throughout the past seven years, China’s economic 
cooperation with the Belt-Road countries has attained 
substantial results. In the same vein, the bilateral trade 
between China and Belt-Road countries has 
considerably improved. As such, the total trade value 
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of goods between China and Belt-Road countries had 
exceeded $7.8 trillion from 2013 to 2019, grounded on 
the data revealed by the Ministry of Commerce of 
China (China’s Trade with BRI Countries Surges to 
$1.34 Trillion in 2019, 2020). The Belt and Road 
Initiative, with unimpeded trade as one crucial 
objective, has become a principal new-round opening 
up plan and is considered as a tool for boosting China’s 
foreign trade, especially with countries along the BRI 
(Boffa, 2018). Considering the indicated intention to 
encourage trade flows among economies included in 
the BRI, bilateral trade flow is an important economic 
indicator adopted by economists and policy-makers. It 
explains the value of goods and services that have been 
exported from one country to another, inducing 
international trade policy along with domestic 
economic policy in both countries.  

Supporters stress that the New Silk Road, or BIR 
initiative, allows building novel infrastructure and 
providing economic assistance to needy economies. 
Critics of the projects argue that the initiative instead 
eases the Chinese economic and strategic dominion 
over the countries along these routes. However, trade 
facilitation may mitigate transaction costs, simplify 
trade procedures, and improve customs efficiency as a 
common rule (Moïsé & Sorescu, 2013). Earlier studies 
that have attempted to build analysis systems for trade 
facilitation vary significantly regarding the indicators 
to be used. From this perspective, Raven (2001) argued 
that the indicators should include the customs 
environment, payment system efficiency, and business 
credibility. For Wilson et al. (2003), the indicators 
comprised four elements: port efficiency, customs 
environment, institutional environment, and e-
commerce to find their evaluation system. Li & Duan 
(2014) selected six indicators, entailing port efficiency, 
customs environment, institutional environment, 
business environment, e-commerce, and market access, 
into the evaluation system, and used the entropy 
method to compute the trade facilitation scores of 109 
countries in the World. Zhu & Lu (2015) used 
indicators based on five areas, including infrastructure 
and services, port efficiency, customs environment, 
information and communication technologies, and 
business environment, then adopted the Delphi method 
and analytic hierarchy process (AHP) to determine the 
weight of each indicator. 

In connection with these, integrating a multi-
analytic technique revealed how merging two diverse 
data analysis approaches in either methodology or 
analysis can support the validity and confidence in the 
output (Gbongli, 2017; Gbongli et al., 2019; Scott & 
Walczak, 2009; Gbongli et al., 2020). Regarding the 
various methods, a series of gravity models or 
computable general equilibrium (CGE) models have 
been extensively adopted to assess the effect of trade 
facilitation on trade flows (Dennis, 2006; Iwanow & 
Kirkpatrick, 2009; ZAKI, 2014). For instance, Y. B. 
Zhang & Liu (2016) took the extended trade gravity 
model to research the trade facilitation along “the Silk 

Road Economic Belt.” Their finding showed a U-
shaped distribution since Europe has demonstrated the 
highest levels of trade facilitation, east Asia revealed 
the middle levels. In contrast, countries in the middle 
of the belt presented the lowest levels, and the impact 
of trade facilitation on diverse regions disclosed 
notable heterogeneity (Y. B. Zhang & Liu, 2016). 
Traditionally, the multiplicative gravity model has 
been linearized and evaluated using either ordinary 
least squares (OLS) to assume that the error variance is 
constant across observations (homoscedasticity) or 
using panel techniques that the error is constant across 
countries as an alternative country-pairs. However, as 
Santos et al. (Silva & Tenreyro, 2006), when the issues 
of heteroscedasticity arise, OLS estimation may not be 
consistent and non-linear estimators should be adopted. 

From this end, the combined methodology such as 
gravity model and artificial neural network (ANN) was 
applied in human mobility, particularly to predict 
human mobility within cities based on traditional and 
Twitter data (Pourebrahim et al., 2018) to compare 
their performance and results. Conversely, there is a 
lack of this technique in studying bilateral trade flow 
amongst various countries. During the last decades, 
with the fast advancements in computer and 
information communication technologies (ICTs), 
adopting artificial intelligence-based techniques in time 
series or panel data forecasting has become a common 
practice among researchers. Analytical methods that 
embody complex computational algorithms may offer 
the most practical approach for assessing a multivariate 
response of a BIR project amongst various countries. 
Mainly, neural network models use computer-based 
learning methods that mimic the human brain's 
neuronal structure (Garson, 1991; Ripley, 1996). 
Therefore, artificial neural network-based models 
could predict international trade estimation as a 
promising forecasting tool. 

In light of the above discussion, this paper aims to 
offer a quantitative analysis of the existing bilateral 
export linkages among economies regarding gross 
trade, mainly the bilateral trade flow between China 
and African Countries. Since the BRI is presented as an 
open arrangement in which all countries are welcome 
to participate, there is no official list of “BRI countries.” 
Different versions of unofficial lists of countries along 
the Belt and Road exist, none of which received 
confirmation from China (Boffa, 2018). The study 
proposes evaluating and predicting this bilateral trade 
using the hybrid methodology such as gravity model 
and ANNs. The non-linear and non-parametric model 
(i.e., ANN) is mainly assessed against the international 
model estimated using OLS regression and Poisson 
Pseudo Maximum Likelihood (PPML) precisely. The 
input to our algorithms is a set of economic and 
geographic variables as well as regional trade 
agreements, such as GDP, distance, and infrastructure 
between the importer and exporter countries. Our input 
space will be discussed extensively in the feature 
section. We use linear regression with raw and 
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logarithmic features, kernelized linear regression, and a 
neural network with various architectures. The output 
of these algorithms is the bilateral export value 
measured in billion U.S. dollars ($). The study intends 
to offer new insights into African policy-makers in 
charge of relations with China. Holslag (2017) stressed 
that an assessment of the BRI and the objectives and 
tools to improve it is undoubtedly crucial for academic 
debates about the international political economy. 

This research contributes to understanding the 
potential impacts of further opening up of the Chinese 
economy with the development of BRI practice. It is 
added to the various effects of BRI on improving 
developing countries’ exports to high-profit markets. 
Academically, this is amongst the central attempts to 
adopt the combined gravity model and artificial neural 
model in assessing the potential effect of trade 
liberalization on the Chinese economy, making room 
for the future economic analysis of the BRI project. In 
doing so, this research provides an alternative to time-
series predictions and expert judgment assessment by 
relying on neural networks and boosting methodologies 
that enable alternative and robust specifications of 
complex economic relationships (Baxter, 2017). 

The remainder of the paper is structured as follows: 
The following section provides the literature on 
bilateral trade associated with the combined method 
viewed as related work. Section 3 gives an overview of 
gravity and neural network models; Section 4 
introduces the data sources and methodology; Section 
5 presents the analysis and discussion, including neural 
network predictions with actual trade among China and 
its selected BRI members. In the final section, the 
conclusion remark entailing implications and future 
research are discussed. 

 

LITERATURE REVIEW  
 
This section discusses the standard gravity model and 
neural networks estimation on bilateral trade 
perspectives among the member countries of the BRI. 
The section highlights different methods used by 
studies that put the trade effects of the BRI at the 
center of their investigation. This is to justify the 
application of augmented gravity and neural networks 
estimation in this study. 

Since Tinbergen (1962) and Pöyhönen (1963) 
published critical articles, many implementations of the 
gravity model of international commerce have been 
suggested in the literature (Yotov et al., 2016). In its 
reduced form, the gravity equation demonstrates how 
the value of trade flows between two nations is directly 
proportional to their economic size and inversely 
proportional to their distance and other variables 
influencing the cost of bilateral commerce, such as 
trade regulations. At first, the gravity model's empirical 
effectiveness in describing the geographical 
distribution of commerce was accompanied by a dearth 
of theoretical backing. Following Anderson's (1979) 

work, many writers developed a variety of theoretically 
grounded versions of the model (Bergstrand, 1989); 
Deardorff (1998); Eaton & Kortum (2002). Anderson 
& van Wincoop (2003) proposed an enhanced gravity 
equation that included variables for multilateral trade 
resistance (MTR). These words convey the notion that 
trade flows between two nations are determined not 
just by their bilateral trade resistance (i.e., trade costs 
associated with distance and other bilateral trade 
obstacles), but also by the expenses associated with 
dealing with each country's other trading partners 
(MTR). Neglecting MTR in the gravity equation is 
referred to as a "gold medal error" (Baldwin & 
Taglioni, 2006), which may be avoided using a variety 
of econometric methods (Yotov et al., 2016). Feenstra 
(2015) suggested the use of country-specific fixed 
effects, Baier & Bergstrand (2009) used a first-order 
Taylor series approximation to account for MTR, and, 
more recently,  Metulini et al. (2018) posited the use of 
origin- and destination-specific spatial filters. 

Among recent studies on the association between 
trade and infrastructure, Donaubauer et al. (2018) 
modified Feenstra et al.'s, (2001) approach to examine 
the effect of infrastructure on bilateral trade between 
150 established and developing countries. In a similar 
vein, Lee & Itakura (2018) and Kim & Mariano (2020) 
examined the effect of increased infrastructure on 
China's trade with Central Asian nations and the impact 
of infrastructure quality on bilateral trade ties in the 
Central Asia Regional Economic Cooperation 
(CAREC) area, respectively. Herrero & Xu (2017) 
examined the impact of infrastructure investment on 
trade-in BRI-eligible countries, using the model 
specification proposed by Baier & Bergstrand (2009) 
and Hussain et al. (2019) used the same methodology 
to examine the relationship between exports and 
infrastructure indicators in 46 Asian countries. 

Although there is a substantial body of literature on 
gravity models, the use of machine learning techniques 
such as artificial neural networks (ANNs) to predict 
trade flows remains a novel field of study (Dumor & 
Yao (2019), Gopinath et al., 2021). Studies have 
compared the forecasting performance of ANNs with 
univariate time series models, macroeconomic 
fundamentals-based models estimated by ordinary least 
squares (OLS), and multivariate time series models. 
Wu (1995), G. P. Zhang (2003), and Khashei et al. 
(2013) compared the forecasting performance of 
autoregressive integrated moving average (ARIMA) 
models and ANNs in terms of RMSE and MAE. The 
ANNs performed substantially better than the ARIMA 
models. Lisi & Schiavo (1999) and Leung et al. (2000) 
employed ANNs for forecasting various exchange rates 
concerning the Random Walk (R.W.) model by 
adopting normalized mean square error (NMSE) and 
RMSE as performance criteria.  

In their study, Wohl & Kennedy (2018) exhibited 
an extremely starter endeavor to examine international 
trade with neural networks and the traditional trade 
gravity model approach. The findings showed that the 
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neural network has high prediction accuracy compared 
to RMSE within the gravity model. Further, Athey 
(2018), in his research paper, presented an appraisal of 
the early commitments of machine learning to 
economics, and likewise, expectations about its future 
contribution. He also investigated a few features from 
the developing econometric consolidating machine 
learning and causal inference, including its impacts on 
the nature of collaboration on research tools and 
research questions. A research work performed by 
Nummelin & Hänninen (2016) utilized the support 
vector machine (SVM) to break down and conjecture 
reciprocal exchange streams of soft sawn wood.  

More applicable to our target, Nuroglu (2014) 
demonstrated that neural networks achieve a lower 
MSE when contrasted with panel data models by using 
data from 15 E.U. countries. Tkacz & Hu (1999) also 
showed that financial and monetary variables could be 
improved using artificial neural network (ANN) 
techniques. Given the combined ANN and market 
microstructure approaches to investigate exchange rate 
fluctuations, the work of Gradojevic & Yang (2000) 
revealed that macroeconomic and microeconomic 
variables are valuable to forecast high-frequency 
exchange rate variations. Similarly, Varian (2014) and 
Circlaeys et al. (2017) provided an overview of 
machine learning tools and techniques, including their 
effect on econometrics. Furthermore, Bajari et al. 
(2015) presented an overview and applied a few 
statistics and computer science methods to issues of 
interest estimation. The findings showed that machine 
learning combined with econometrics anticipates the 
request out of the test in standard measurements 
considerably more precisely than a panel data model. 

As departing from the earlier works, the ANN 
techniques are applied to the gravity model of bilateral 
trade flows in this study. The gravity model is often 
discussed as the workhorse in international trade since 
its popularity and success in quantifying the effects of 
various determinants of international trade. Therefore, 
the two-stage approaches are adopted by estimating 
and forecasting China’s export with a New Silk Road 
Initiative member countries using a large dataset from 
UN-Comtrade that includes 163 countries based on the 
two-stage approaches gravity model-ANN analysis. 

RESEARCH MODEL 

Gravity Models 

Initiated by Pöyhönen (1963) and Salette & 
Tinbergen (1965), the gravity model is one of the most 
successful empirical approaches in trade. Longtime 
remained with the traditional economic theories of 
trade; the gravity model is now deeply integrated with 
the theoretical foundations in economics with literature 
rich in contributions and perspective (Anderson & Van 

Wincoop, 2003). Gravity models are regarded as a 
workhorse technique of international trade analysis. 
Their fundamental perception is that trade between two 
countries is anticipated to be correlated with their 
respective sizes (assessed by their GDPs) and the 
distance between them. These models remain intuitive, 
flexible, have solid theoretical bases, and can 
reasonably forecast international trade. Empirical 
studies of bilateral trade often rely on the traditional 
gravity model, which relates the trade volume between 
cities, countries, or regions to their economic scales 
and the distance between them. The basic model for 
trade between two countries (𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗)  can take the 
following form: 

𝑇𝑇𝑖𝑖𝑖𝑖 = ∝
𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖

𝜃𝜃1 × 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖
𝜃𝜃2

𝐺𝐺𝑖𝑖𝑖𝑖
𝜃𝜃3

( 1) 

Where 𝑇𝑇𝑖𝑖𝑖𝑖  represents the trade volume between 
areas 𝑖𝑖  and 𝑗𝑗 ; 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖  and 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖  are the gross domestic 
product of the countries (𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗)  that are being 
measured; 𝐺𝐺𝑖𝑖𝑖𝑖  is the distance between areas 𝑖𝑖 and has 
strong 𝑗𝑗; For ∝,𝜃𝜃1,𝜃𝜃2 and 𝜃𝜃3 , they are the parameters 
to be estimated. 

This model is intuitive, adaptable, has a substantial 
hypothetical establishment, and can make reasonably 
accurate predictions of international trade (Wohl & 
Kennedy, 2018). Gravity models have encountered 
various feedbacks. For instance, most gravity display 
estimations have discovered a determinedly substantial 
negative impact of distance on bilateral trade since the 
1950s, despite exact proof on falling transport cost and 
globalization. Notwithstanding, Yotov (2012) showed 
that gravity models demonstrate a declining impact of 
distance on trade after some time when they represent 
internal trade costs; a straightforward gravity model 
can be enlarged differently. Gravity models regularly 
contain dummy variables that determine whether the 
trade partners share a border, a language, a colonial 
relationship, or a regional trade agreement. Anderson 
& Van Wincoop (2003) indicated that the gravity 
models should represent multilateral resistance since 
relative trade costs do not only matter outright costs. 
The gravity models can catch multilateral resistance 
and another country’s particular historical, cultural, and 
geographic component by utilizing country fixed 
effects: dummy factors for individual country exporters 
and individual country importers. Although one 
weakness of this approach is that country-fixed effects 
will ingest whenever invariant country-specific factor 
of intrigue (Baier & Bergstrand, 2009), some gravity 
models employ country-year fixed effects, country-pair 
fixed effects, or both. Gravity models can appear as 
ordinary least squares (OLS) estimators and computed 
as follow: 
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𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖,𝑡𝑡 = 𝜃𝜃0 + 𝜃𝜃1𝑙𝑙𝑎𝑎𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖,𝑡𝑡 + 𝜃𝜃2𝑙𝑙𝑎𝑎𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖,𝑡𝑡 + 𝜃𝜃3𝑙𝑙𝑎𝑎𝐺𝐺𝑖𝑖𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖 + 𝜃𝜃4𝐶𝐶𝐶𝐶𝑎𝑎𝐷𝐷𝑖𝑖𝐶𝐶𝑖𝑖𝑖𝑖 + 𝜃𝜃5𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑎𝑎𝑎𝑎𝐶𝐶𝑖𝑖𝑖𝑖 + 𝜃𝜃6𝐶𝐶𝐶𝐶𝑙𝑙𝑖𝑖𝑖𝑖
+ 𝜃𝜃7𝑙𝑙𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑖𝑖𝑡𝑡 + 𝜃𝜃8𝑙𝑙𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑖𝑖𝑡𝑡 + 𝜃𝜃9𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑡𝑡 + 𝜃𝜃10𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑡𝑡 + 𝜃𝜃11𝐴𝐴𝐴𝐴𝐶𝐶𝑖𝑖𝑖𝑖𝑡𝑡 + 𝜃𝜃12𝐴𝐴𝐴𝐴𝐺𝐺𝐶𝐶𝑖𝑖𝑖𝑖𝑡𝑡
+∈𝑖𝑖𝑖𝑖,𝑡𝑡 

(2) 
where 𝑋𝑋𝑖𝑖𝑖𝑖,𝑡𝑡 represents the bilateral export between 

country 𝑖𝑖 and country 𝑗𝑗 , 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖,𝑡𝑡  and 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖,𝑡𝑡 , the gross 
domestic product of partners’ 𝑖𝑖  and 𝑗𝑗  , the distance 
between 𝑖𝑖 and 𝑗𝑗, 𝐺𝐺𝑖𝑖𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖 , and dummy variables entail a 
common border (𝐶𝐶𝐶𝐶𝑎𝑎𝐷𝐷𝑖𝑖𝐶𝐶𝑖𝑖𝑖𝑖) , a common language 
( 𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑎𝑎𝑎𝑎𝐶𝐶𝑖𝑖𝑖𝑖 ), a common colony ( 𝐶𝐶𝐶𝐶𝑙𝑙𝑖𝑖𝑖𝑖 ), an 
infrastructure index of the partner countries (𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑖𝑖𝑡𝑡 
and 𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑖𝑖𝑡𝑡 ), and regional trade agreements (𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑡𝑡 , 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑡𝑡, 𝐴𝐴𝐴𝐴𝐶𝐶𝑖𝑖𝑖𝑖𝑡𝑡, 𝐴𝐴𝐴𝐴𝐺𝐺𝐶𝐶𝑖𝑖𝑖𝑖𝑡𝑡  ). For  ∈𝑖𝑖𝑖𝑖,𝑡𝑡 , it is an error 
term for a pair of 𝑖𝑖𝑡𝑡ℎ  country and 𝑗𝑗𝑡𝑡ℎ  in the year  𝐷𝐷 . 
Based on the analogy of equation 2, both the country-
fixed effects and country-year fixed effects can be 
computed and used directly through the data analysis. 

Estimating the zero trade flows between the 
countries' pairs has been a big challenge. Adopting the 
OLS estimator in logarithmic form, the zero trade 
flows will be merely dumped from the estimation 
sample. Nevertheless, they can retain critical 
information. To overcome this concern, we also apply 
the multiplicative form of the gravity equation by the 
non-linear Poisson Pseudo-Maximum Likelihood 
(PPML) estimator, which is supported as the best 
solution in the earlier works (Silva & Tenreyro, 2011) 
(Silva & Tenreyro, 2006). Piermartini & Yotov (2016) 
highlighted the additional advantage of the PPML 
estimator, such as it offers unbiased and consistent 
estimates even with significant heteroscedasticity in the 
data and a large proportion of zero trade values. Since 
the trade data are full of heteroscedasticity, applying 
the log-linear OLS estimator provides biased outcomes 
and inconsistent estimates, whereas the PPML 
estimator accounts for heteroscedasticity. 

Unlike the various challenges in producing the 
hypothetically adjusted models for causal inference, 
this research attempts to attain a significant bilateral 
trade flow predictive capacity. This approach is a blend 
of econometrics through the evaluating and deducting 
technique while focusing on time series econometrics. 
The study ponders on the time series models such as 
A.R., MA, and ARMA types models. This is 
paramount to provide hypothetical support for the 
usefulness of our models in assessing the fundamental 
mechanisms of bilateral export flow. However, we 
consent that this is an important research objective 
because the measure of exports influences the 
governments’ domestic and trade arrangements as well 
the model that offers more trade volume prediction 
would be beneficial for policy and decision-makers. 

Artificial Neural Network (ANN) Analysis 

 The applications of intelligent methods have 
emerged exponentially in recent days to research most 
of the non-linear parameters. Artificial neural networks 
(also ANNs or neural nets) are similar to non-
parametric and non-linear statistical regression models 
(Azizi et al., 2019; Gbongli et al., 2019). ANNs 
represent a general class of non-linear models that have 
been successfully applied to various problems such as 
pattern recognition, natural language processing, 
medical diagnostics, functional synthesis, forecasting 
(e.g., econometrics), and exchange rate forecasting 
(Gradojevic & Yang, 2000). Neural networks are 
mainly appropriate to learn patterns and remember 
complex relationships in large datasets. Fully 
Connected Layers are fundamental but yet compelling 
neural network types. Their structure is primarily an 
array of weighted values that is recalculated and 
balanced iteratively. They can implement activation 
layers or functions to modify the output within a 
specific range or list of values.  

ANNs are composed of simple computational 
elements, including an input layer, hidden layers, and 
an output layer. The input layer receives the input data, 
i.e., the set of independent variables, while the output
layer computes the final values. The hidden layers 
enable the neural network to combine inputs in 
complex non-linear ways, allowing computations that 
would not be possible with a single layer.  

Assessing the number of neurons in the hidden 
layers is important for the overall neural network 
architecture decision. There is no heuristic technique to 
identify the number of hidden nodes in an ANN, so the 
trial-and-error and rules-of-thumb are usually used 
(Chan & Chong, 2012) (Chong, 2013). In most cases, 
the network that achieves best during the testing set 
with the least number of hidden neurons should be 
considered. Moreover, many other elements can affect 
the selection of the number of hidden neurons, such as 
the number of hidden layers, the sample size, the 
neural network architecture, the complexity of the 
activation function, the training algorithm, etc. (Sheela 
& Deepa, 2013).  

In this research, the number of neurons in a hidden 
layer was varied to observe the impact of the hidden 
layers on the neural network's performance.  The 
results revealed that a Fully Connected Network made 
of 20×15×10×5 nodes with four hidden layers was 
optimal and therefore they were chosen to train the 
networks as illustrated in Figure 1. 

This work uses a Fully Connected Network made 
of 20×15×10×5 nodes with four hidden layers, as 
illustrated in Figure 1. The input features of the 
network are standard gravity model variables such as 
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GDP, distance, border, colonial relationship, and trade 
agreement, to mention a few, as summarized in Table 1 

below. 

Source: Own work. 

Figure 1. Fully connected feedforward artificial neural network 

Panel data estimation approach 

This study conducts a regression analysis with 
panel data PPML through econometric gravity 
model—described as the workhorse of international 
trade and one of the most successful empirical models 
in economics (Anderson & van Wincoop, 2003) and 
statistical software—Stata 15.1. Cross-sectional or 
pooled ordinary least squares (OLS) regression is often 
used to estimate the gravity trade model. Yet, biased 
results may be created by these estimation approaches 
(Cheng & Wall, 2005). This is because heterogeneity is 
not allowed in the error term for standard cross-
sectional regression equations, thus yielding 
overestimated results. An advantage of using the panel 
data estimation method is that it can increase the 

volume of informative data in variability with less 
collinearity among the variables (Leitão, 2010), which 
allows more degrees of freedom and efficiency. 
Following Wohl & Kennedy (2018) and Gopinath et al. 
(2021), in this study, the panel data from 1990 to 2017 
is analyzed to estimate the regression coefficients with 
the PPML estimation of the gravity model. The 
econometric results from using the variables suggested 
by NNA indicate a high R-square for most parameters 
(Table A4). Most of the variables in the econometric 
model are statistically significant, and at the 0.01% 
level, but similarities and differences are visible from 
the R-square. The out-of-sample forecast error of root 
mean squared error (RMSE) is computed and 
compared with that of the best ANN (see Table 4). 

Table 1 
Features 

Variable name Representation Feature description 
𝑙𝑙𝑎𝑎𝑋𝑋𝑖𝑖𝑖𝑖,𝑡𝑡 Exports from China to the World 

(millions of US. dollars) 
The logarithm of China’s bilateral exports to partner 
country at year t 

𝑙𝑙𝑎𝑎𝐺𝐺𝐺𝐺𝐺𝐺 exporter GDP, Annual % The logarithm of GDP of China at year t 
𝑙𝑙𝑎𝑎𝐺𝐺𝐺𝐺𝐺𝐺 importer GDP, Annual % The logarithm of GDP of partner country j at year t 
𝑙𝑙𝑎𝑎 distance Bilateral distance The logarithm of the distance between China and partner 

country 
𝐶𝐶𝐶𝐶𝑎𝑎𝐷𝐷𝑖𝑖𝐶𝐶 Contiguity 1 if the two trading partners share a border a common 

border,0 otherwise 
𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑎𝑎𝑎𝑎𝐶𝐶_off Common Language 1 if the two trading partners share a common official or 

primary language, 0 otherwise 
𝐶𝐶𝐶𝐶𝑙𝑙𝐶𝐶𝑎𝑎𝐶𝐶 Colonial relationship 1 if one of the trading partners for origin and destination 

ever in a colonial relationship 
𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑗𝑗𝐷𝐷 Infrastructure index The logarithm of the infrastructure of China 
𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑖𝑖𝑡𝑡 Infrastructure Index The logarithm of the infrastructure of partner country j 

at year t 
𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 One Belt One Road, Dummy 1 if the origin country is a OBOR member 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 Association of Southeast Asian 

Nations, Dummy 
1 if the origin country is an ASEAN member 

𝐴𝐴𝐴𝐴𝐶𝐶 East African Community, Dummy 1 if the origin country is an EAC member 
𝐴𝐴𝐴𝐴𝐺𝐺𝐶𝐶 Southern African Development 

Community, Dummy 
1 if the origin country is a SADC member 

ReL
U20 
Node

s 

Input Output 
Hidden

ReL
U 15 
Node

s 

ReL
U 10 
Node

s 

ReL
U 5 

Node
s 

LINEA

 18 



Trade impacts of the New Silk Road in Africa: New insight from Neural Networks Analysis 

The output neuron can be computed as follow: 

𝛼𝛼 = 𝑙𝑙 ��𝑤𝑤𝑖𝑖  𝑥𝑥𝑖𝑖

𝑁𝑁

𝑖𝑖=0

� 
( 3) 

Where 𝑙𝑙  is the activation function, 𝑥𝑥𝑖𝑖  denoted the 
numerical input, and the weights are represented by 𝑤𝑤𝑖𝑖 . 
There have been various activation functions that are 
applied in the context of ANNs. One commonly used 
activation function is the sigmoid function, which takes 
a value between 0 and 1 by applying a threshold. 
However, we will be using the rectified linear unit 

(ReLU) as the activation function. ReLU function 
refers to the type of activation function returning to the 
max (0, x). In the perspective of artificial neural 
networks, the rectifier or ReLU activation function 
(Brownlee, 2019) is an activation function denoted as 
the positive part of its argument: 

𝑙𝑙(𝑥𝑥) = 𝑥𝑥+ = max (0, 𝑥𝑥) (4) 

Where 𝑥𝑥  is the input to a neuron. The rectified 
linear unit activations function is depicted in Figure 2. 

Source: Own work. 

Figure 2. Line plot of rectified linear activation for negative and positive inputs 

Over-fitting is a possible problem with ANN 
models. In order to avoid it, cross-validation was 
applied, whereas the dataset was divided randomly into 
training observations (70 percent of the dataset) and 
testing observations (30 percent of the dataset). We 
applied the training dataset to develop the estimators, 
then fed the independent variables from the test dataset 
into those estimators to engender predicted trade values 
for the out-of-sample observations. The root-mean-
square error (RMSE) is used to measure the accuracy 
of the out-of-sample prediction. RMSE values are 
computed as the square root of the average of squared 
errors between the predicted values and the actual 
values as seen from the Equation below: 

𝑂𝑂𝑅𝑅𝐴𝐴𝐴𝐴 = �
1
𝑎𝑎
�(𝐶𝐶�𝑖𝑖 − 𝐶𝐶𝑖𝑖)2
𝑛𝑛

𝑖𝑖=1

 
(5) 

Where 𝐶𝐶�𝑖𝑖 is the predicted observation, 𝐶𝐶𝑖𝑖  is the 
actual observation considered equal to the model, and 𝑎𝑎 
represents the number of observations or data sets for 
the study. 

DATA SOURCES AND 
METHODOLOGY 

Dataset 

The study uses the data, which covers a panel data 
set of 162 countries from 1990 to 2017. Therefore, our 
data set entails 4536 observations of bilateral export 
flows (162 × 161 country pairs). There are various 
sources of data that were applied for data analysis. UN-
Comtrade database was used to obtain the data for 
bilateral trade (exports). At the same time, the World 
Development Indicators (WDI, 2018) database was 
utilized as a source for GDP (importer, exporter) in 
billions of current U.S. dollars. Data on location and 
dummies indicating contiguity (common border), 
common language (official language), and colony 
(colonial relationship) were taken from the Centre 
d’Etudes Prospectives et d’Informations Internationales 
(CEPII). The Bilateral Distance between China and its 
partners was taken from the CEPII distance database. 
The Infrastructure index grounded in Carrere & 
Grigoriou (2011), and Limao (2001) approach is 
computed by applying four variables proxying the 
transport infrastructure from the IRF world road 
statistics and WDI (W.B., 2018): total roads network, 
total paved roads, railway network, and the number of 
telephones mainline per person. The model was 
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estimated using China’s bilateral exports between its 
new Silk Road partners. The summary of the 13 
economic features that are used in the model is 
presented in Table 1 (Features). GDP and the amount 
of exports are reported in current U.S. $. Most of these 
features are commonly applied in Gravity Model and 
are all deemed well-defined, based on a solid 
background, and then suitable for this study. 
Implementing these features for the prediction purpose 
allows us to compare our performance against the 
Gravity Model (i.e., our baseline model). 

Cleaning Techniques and Features 

To avoid deviations in data and potential obstacles 
in the prediction procedure, we had applied several 
data cleaning techniques before the analysis started. 

First, we extrapolate the missing data using the 
preprocessing methods. Second, we removed 
incomplete data from the data set. That is, we did not 
work with data points that have missing feature values. 
Third, we removed all trade flow values with no values, 
as they are not economically significant and cause 
outlier problems. Fourth, we took the log of data to 
achieve a smoother distribution of the data, as shown in 
Figure 3. At last, we removed data from 1990 to 1991 
as our focus is to predict current trade flows. For the 
neural network, we standardize the continuous 
variables (exporter’s GDP, importer’s GDP), scaling 
them so that their means equal zero and their standard 
deviations equal one using Equation 6 below. 

𝑋𝑋𝑆𝑆 =
𝑥𝑥𝑖𝑖 − 𝐶𝐶𝑚𝑚𝑎𝑎𝑎𝑎(𝑥𝑥)
𝐷𝐷𝐷𝐷𝑎𝑎𝑚𝑚𝑠𝑠(𝑥𝑥)

( 6) 

Source: Own work. 
Figure 3. Histogram of feature space distribution of bilateral exports 

ANALYSIS AND DISCUSSION 
The gravity model is considered as the workhorse tool 
in examining international trade. It measures the 
relationship between the trading behavior of two 
countries based on their GDPs and distances. It offers 
accurate predictions of international trade and has solid 
theoretical foundations (Wohl & Kennedy, 2018). The 
outputs of gravity model estimations are compared to 
those of neural networks using the MSE (mean squared 
error) and RMSE (root mean squared error) together 
with other metrics that may be used. MSE is a squared 
RMSE, an absolute measure of fit, and is reported in 
the same unit as the response variable. 

Table 2 shows the results of the evaluations. For the 
baseline dataset, the OLS estimator has an out-of-
sample root mean squared error of $16.05 billion, the 
PPML estimator has an out-of-sample RMSE of $6.53 
billion, and the neural network has an out-of-sample 
RMSE of $3.83 billion. For the dataset with country 
fixed effects, the OLS estimator has an out-of-sample 
RMSE of $11.30 billion, the PPML estimator has an 
out-of-sample RMSE of $9.79 billion, and the neural 
network has an out-of-sample RMSE of $1.91 billion. 
For the dataset with country-year fixed effects, the 

OLS estimator has an out-of-sample RMSE of $6.66 
billion, the PPML has an out-of-sample RMSE of 
$8.17 billion, and the neural network has an out-of-
sample RMSE of $1.89 billion. These analyses were 
repeated several times, allowing for variation in the 
random training-test division and the neural network 
development, and these outcomes are representative. 
For illustrating the forecasting application of our model, 
the neural network has been trained on the full dataset 
with country fixed from 1990 to 2012 and applied to 
predict bilateral trade export between China and its 
major trading partners in the Silk and Road Initiative. 
The estimation covers the period from 2013 to 2017. 
The neural network’s estimates seem reasonably close 
to the actual trade values to some extent, particularly 
around 2013 and 2015. 

The accuracy of the network models is measured by 
RMSE (Chong, 2013; Gbongli et al., 2019), which is 
calculated as the difference between actual and 
predicted values of the dependent constructs, i.e., 
export in the present context. We provided the result of 
the neural network with the actual GDPs of China and 
its BRI partners, as seen from Figure 4 and Table 3. 
The neural network’s estimations are reasonably close 
to actual trade values even five years beyond the 
training period. 
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Table 2  
Trade predictions using estimators in respect to generated RMSE (In Millions of US $) 

Models OLS PPML Neural Networks 
Baseline Model $16.05 $6.53 $3.83 
Country-fixed effects $11.30 $9.79 $0.1908 
Country-year fixed 

effects 
$6.66 $8.17 $1.89 

Adjustment and 
architecture 

Dependent 
variable: 
𝑙𝑙𝑎𝑎(𝑋𝑋𝑖𝑖𝑖𝑖 + 1) 

Dependent 
variable 𝑋𝑋𝑖𝑖𝑖𝑖,𝑡𝑡 

Exports, distance, infrastructure, GDP, 
(𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑖𝑖𝑠𝑠𝑚𝑚𝑎𝑎 𝐶𝐶𝑚𝑚𝑎𝑎𝑎𝑎 = 0) 

(𝐴𝐴𝐷𝐷𝑎𝑎.𝐺𝐺𝑚𝑚𝑠𝑠. = 1) 
Source: Own work. 

Table 3  
Neural network predictions versus actual trade values (in Millions Us $) 

Countries Predictions 2013 2014 2015 2016 2017 
Kenya Actual 

Predicted 
6.5075 
6.5595 

6.6929 
6.6094 

6.7719 
6.6306 

6.7472 
6.6550 

6.7472 
6.6911 

Rwanda Actual 
Predicted 

5.1275 
5.02705 

5.0606 
5.0700 

5.0873 
5.0933 

5.0356 
5.0966 

5.0356 
5.1489 

Zimbabwe Actual 
Predicted 

5.6168 
5.8410 

5.6062 
5.8689 

5.7351 
5.8860 

5.5883 
5.8881 

5.5882 
5.9284 

Source: Own work. 

Table 4 below presents a summary of the models’ 
performances. The table reports both the average 
RMSE values as well as the values of 𝑂𝑂2  . These 
values were used to predict the correctness of the 
Gravity and ANN models. The smaller the value of 
RMSE, the better the accurateness of the prediction. 𝑂𝑂2 
ranges from 0 to 1: If 𝑂𝑂2 = 0, the model always fails to 
predict the target variable, and if 𝑂𝑂2 = 1  the model 
perfectly predicts the target variable. Any value 
between 0  and 1  signposts what percentage of the 
target variable, applying the model, can be elucidated 
by the features. If 𝑂𝑂2 < 0 it reveals that the model is 
no better than one that continually predicts the mean of 
the target variable. 

The traditional gravity model (OLS) output was 
used to compare those of neural networks to some 
extent. However, particular attention was put on the 
PPML (considered the more robust estimator to deal 
with the panel data and non-linearity data set) to 
compare with ANN outputs. From Table 4, the gravity 
model result is assessed against the ANN model in 
terms of RMSE and  𝑂𝑂2 . The neural network with 
country-fixed effects has the most significant 

predictive accuracy among the models. It attains a 
98.05 percent reduction in out-of-sample RMSE 
compared to the PPML estimator on the same dataset 
and a 98.32 percent reduction compared to the OLS 
estimator. 

Moreover, using the identical set of features as the 
Gravity model (baseline model) based on the OLS 
estimator, the ANN technique (baseline model) 
achieves a notable improvement of above 0.49 in the 
test set’s 𝑂𝑂2 score. Similarly, using the identical set of 
features as the Gravity model (baseline model) 
grounded in the PPML estimator, the ANN technique 
(baseline model) achieves a remarkable improvement 
of above 0.03 in the test set’s 𝑂𝑂2 score. This signifies 
that neural networks successfully discover non-linear 
interactions between features compared to the Gravity 
model, mainly with the OLS estimator, a purely linear 
model of logarithmic features. Using the same dataset, 
this result discloses that we were able to achieve higher 
predictive ability without calling into time series 
models, which was one of the purposes of the research 
work. 
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Source: Own work. 

Figure 4. Neural network predictions compared to actual trade 
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CONCLUDING REMARKS 
The study aims to examine the macroeconomic effects 
of China’s BRI quantitatively. It remains essential to 
understand why trade happens the way it arises and to 
expand economic ties between countries, a theoretical 
question that can be facilitated through gravity models 
employing traditional specifications. Moreover, 
predicting trade between two countries (i.e., China and 
African countries with a high degree of accuracy is an 
essential and practical inquiry that neural networks can 
patronize. Using a gravity model and neural network 
technique and focusing more on the area of trade 
investment under the BRI, our quantitative exercises 
suggest critical potential advantages of the BRI to the 
economies.  

Drawing upon the results of panel data regression 
and ANN, this research offers two insights. The first is 
that China’s bilateral export flow under the new Silk 
Road initiatives significantly positively affects the 
countries involved. This finding is important since its 
supports the concept that the BRI could bring trade 
opportunities to developing countries by improving 
their bilateral trade with China. 

Second, our simulations have shown that using 
neural networks is a promising approach in predicting 
bilateral trade flow when making predictions with 
other economic variables of the same period. Neural 
network techniques are a sound methodology for 
making predictions about economic data. This paper 
compares the various estimation procedures of the 
gravity model – OLS and PPML– with the neural 
network. Employing the same set of features as the 
Gravity model (baseline model) based on the OLS 
estimator, the ANN technique (baseline model) 
achieves a notable improvement of above 0.49 in the 
test set’s 𝑂𝑂2score. In a similar vein with the same set of 
features as the Gravity model (baseline model) 
grounded in the PPML estimator, the ANN technique 
(baseline model) attains a remarkable improvement of 
above 0.03 in the test set’s  𝑂𝑂2 score. The neural 
networks associated with fixed country effects showed 
a more accurate estimation than a baseline model even 
with country-year fixed effects. Regarding the OLS 

estimator and Poisson Pseudo-Maximum Likelihood 
(PPML), however, they showed mixed results. It 
appears that the ANN estimation of the gravity 
equation was superior over the other procedures to 
enlighten the variability of the dependent variable 
(export) towards the prediction accuracy based on root 
mean squared error (RMSE) and R-square. The scope 
of the gap in predictive accuracy recommends that 
neural networks capture non-linear interactions of 
independent constructs that influence trade in ways not 
captured by OLS or PPML models. Therefore, the 
results stress that we were able to achieve higher 
predictive ability without calling into time series 
models, which was one of the purposes of the research 
work. 

The implication drawn from findings for 
policymakers is that developing nations in East Africa 
could enhance exports performance by partaking in the 
BRI, which brings FDI to improve trade-supporting 
infrastructure and expand and upgrade local production 
capacity. Policy-makers, analysts, and businesses 
would all be able to profit by exact scales about 
China’s bilateral exports among its new Silk Road 
members. To entirely grasp the BRI’s potential, 
policymakers need to assess country-specific barriers 
for building links to global value chains, which could 
be high costs and key natural resources, lacking high-
skill workforce, inefficient customs operations, 
outdated transport systems, inadequate information, 
and communication technology infrastructure, poor 
governance, and corruption, to mention few. Therefore, 
they require to formulate appropriate policies and 
measures to address the issues and work in close 
cooperation with other B&R nations and key 
stakeholders to co-create value for all as to searching 
for sustainable development. 

One heading for future research is to use neural 
networks to anticipate the impacts of intra-regional 
trade or regional integration. Future research subjects 
could apply alternative artificial neural network 
structures such as radial basis function neural networks 
and recurrent neural networks instead of multilayer 
perceptron neural networks and use the output of the 
PPML model as inputs to artificial neural networks.  
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